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Abstract

Urban expansion and land use change are increasingly critical issues in developing regions, where rapid development often
leads to unplanned growth and environmental challenges. Accurate and timely classification of built-up and non-built-up
areas is essential for supporting sustainable spatial planning and resource management. This study aims to classify built-up
and non-built-up areas from Sentinel-2 satellite imagery using a machine learning approach and to analyze their spatial
distribution around the Universitas Islam Indonesia (UII) campus. Three machine learning algorithms—Support Vector
Machine (SVM), Logistic Regression (LR), and Decision Tree (DT)—were applied to perform the classification, and their
performances were evaluated using four metrics: accuracy, sensitivity, specificity, and Area Under the Curve (AUC). Among
these, the SVM method demonstrated the best performance based on the highest average accuracy, the smallest variance
difference between training and testing datasets, and consistent results across multiple iterations. Using the classification
results from the best-performing model, a spatial density proportion analysis was conducted. The findings revealed a clear
spatial trend: areas closer to the UII campus exhibited a higher proportion of built-up land, while areas located farther from
the center had a greater share of non-built-up land. These results confirm the effectiveness of the SVM algorithm for land
cover classification using Sentinel-2 imagery and offer valuable insights into urban development patterns in the study area.
The outcomes of this research can inform urban planners and policymakers in developing data-driven strategies for
sustainable land use, infrastructure development, and campus-centered regional growth planning.
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1. Introduction

Built-up areas are physical forms resulting from construction work that are integrated with their domicile,
part, or all of which are above ground and/or water that function as places for humans to carry out their activities,
whether for residence or dwelling, religious activities, business activities, social activities, culture or specific
activities (Law No. 28 of 2002 on Buildings, 2002). In every regional development endeavor, the establishment
of educational institutions is one of the attractions for people in and outside the area. Consequently, residential
areas must be constructed. The Special Region of Yogyakarta is home to many tertiary institutions, resulting in
a high level of urbanization. The Universitas Islam Indonesia (UII) is university located in Yogyakarta. The
establishment of the UlII's integrated campus since 1993 has presented an academic community that requires
supporting services such as rent, boarding houses, restaurants, photocopying, shopping centers, and other
tacilities. This demand opened opportunities for the community to improve the economy hence many built-up
were erected around the UII area.
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When constructing built-up areas, it is necessary to observe areas that have the potential to become targets
for service support. One such method is to use spatial data. Spatial data are data about the spatial aspects of an
object, phenomenon, or event on the Earth's surface, but have yet to have a specific reference or coordinate
system (Janipella et al., 2019). Spatial data provide an overview of the area on the earth's surface and are
represented in digital format in the form of rasters and vectors with specific values (Pebesma & Bivand, 2023).

Raster data are generated from a remote sensing system where geographical objects are represented by a
grid cell structure called a pixel (Bettinger et al., 2017). In contrast, according to Yao & Li (2018), vector data
are stored in point coordinates, that display, locate, and store spatial data using points, lines, or polygons. One
application of spatial data is the measurement of built-up density using satellite imagery in certain areas. The
spatial data used in this study were Sentinel-2 satellite imagery obtained from the European Space Agency (ESA).
Sentinel-2 had 13 bands with their characteristics. Four bands have spatial resolution of 10 m, six bands have
spatial resolution of 20 m, and three bands had 60m resolution. The spatial resolution is the smallest size that
can still be detected by an imaging system (Athanasiou et al., 2017). Then, spatial data were analyzed using a
data mining algorithm and classification. The accuracy value is an essential factor in determining the accuracy
of on algorithm.

Some of the related studies include Zhai et al. (2021), Seyam et al. (2023), and Basheer et al. (2022), who
applied machine learning—based classification using multi-temporal Landsat and Sentinel imagery to map land
use/land cover (LULC) changes and consistently achieved high classification accuracy, generally exceeding 85%.
Other studies, such as Abebe et al. (2022), Baig et al. (2022), and Girma et al. (2022) extended LULC analysis
toward spatio-temporal modeling by integrating cellular automata, Markov chains, and artificial neural networks
to simulate future land transformation scenarios, revealing persistent trends of forest loss, agricultural
expansion, and settlement growth. In addition, Ahmad et al. (2021) and Zhu et al. (2022) linked observed LULC
dynamics to environmental impacts, including groundwater quality degradation and ecosystem carbon storage
reduction. Overall, these studies demonstrate the effectiveness of remote sensing and machine learning
approaches for characterizing LULC dynamics, while indicating that most existing works primarily focus on
spatial change patterns rather than explicitly addressing temporal consistency in multi-temporal classification
results.

Compared to previous research, in this study, classification of built-up and non-built-up was carried out
using Support Vector Machine (SVM), Logistic Regression (LR), and Decision Tree (DT) classification methods.
This study uses two SAR sentinel images with a resolution of 10x10 so that the object used will be clearer, using
two objects, namely built-up and non-built-up areas. From the results of the three methods, a comparison was
made by examining the average accuracy and the smallest average variance difference in the training and testing
data, and three other indicators from the number of iterations accomplished (recall/ sensitivity, specificity, and
Area Under the Curve (AUC)). Furthermore, a buffer analysis was performed to determine the density
proportion between non-built-up and non-built-up areas based on predetermined radii and points.

2. Data and Methods
2.1. Sentinel-2

Sentinel-2 is a satellite launched through a collaboration between The European Commission and the
European Space Agency in the Global Monitoring for Environment and Security (GMES) program. To offer
information on the most recent conditions of the Earth and space for environmental and security applications,
this satellite was launched to monitor the state of Earth’s surface. The Landsat 5/7, SPOT-5, SPOT-Vegetation,
and Envisat MERIS missions, whose operational lives are about to expire, will be continued by Sentinel-2. The
mission is to provide high spatial and temporal resolution satellite imagery so that users can obtain the latest
Earth surface scanning data (Latuamury et al., 2025). For Sentinel-2, 13 bands with their respective
characteristics were installed. Four bands with spatial resolution of 10m ensured compatibility with SPOT 4/5
and meet the usability requirements for land-coverage classification. Six bands had a spatial resolution of 20m
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which is a requirement for other level 2 processing parameters. The 60 m resolution band was used exclusively
for atmospheric correction and cloud screening (443nm for aerosols, 940nm for water vapor, and 1375nm for
detecting wispy clouds). A spatial resolution of 60m was considered sufficient to capture the spatial variability
of atmospheric geophysical parameters (Huang et al., 2018; Su et al., 2021). This study specifically focuses on an
area located in Umbulmartani Village, Sleman Regency, Yogyakarta, Indonesia, including its directly adjacent
administrative units. Area clipping was applied to extract satellite pixels covering the Universitas Islam
Indonesia (UII) campus, which is situated within Umbulmartani Village, and its surrounding regions. An
illustration of the study area is presented in I'igure 1.
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Figure 1. Research Area
2.2. Support Vector Machine, Logistic Regression, and Decision Tree

The Support Vector Machine (SVM) is a classification method whose objective is to identify a hyperplane
that can most effectively divide two classes. The margin value should be maximized to produce a suitable
hyperplane. The margin is the separation between the support vector and hyperplane. A linear classifier is the
main principle of support vector machines (Awad & Khanna, 2015; Valkenborg et al., 2023). The first step of the
SVM algorithm is to define the equation of a separating hyperplane which is shown in Equation 1.

W.x;+b=0... .. (Equation 1)

where w: weight vector, x;: i-th data, b: bias value. If the b is used as an additional weight for wy, the following
tormula is used (Equation 2):
Wwotw.x; =0, (Equation 2)

Equations 3 and 4 were used for every point located above or below the hyperplane used the Equation 3 and 4
(Listiana et al., 2023).

Wotw.x; >0 (Equation 3)

Wo+w.x; <O (Equation %)

The weights are adjusted such that the hyperplane is separated into two classes. y; is the i-th data class;
therefore, Equations 5 and 6 are used.
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Hyiwg+w.x; =1for = +1... (Equation 5)
Hy:wg+w.x; =2 —=1fory,; = —1................ (Equation 6)

The largest margin can be obtained by maximizing the distance between the hyperplane and its closest point
1
lwll
point of Equation 7, considering the constraints of Equation 8,

This can be formulated as a Quadratic Programming (QP) problem, which involves finding the minimum

mint(w) = §”W”2 ..................................... (Equation 7)
w
Vil w+b) =120 (Equation 8)

This equation can be solved with the Langrage Multiplier using Equation 9.
L(w,b,a) = %”WHZ -, (ai((xi.w. b) — 1)) wwe (Equation 9)

a; is a Lagrange multiplier with a value of zero or a positive value a; = 0. The optimal value can be calculated
by minimizing L with respect to w and b. and maximizing L over a;. By using L=0 to describe the properties at
the optimal point, Equation 9 can be modified by maximizing the problem contained in @;, using Equation 10.

n l1gn pl .
i=1 i — Ezi,j=1 al-a]-yiijl-xj ......................... (Equatzon IO)

where a; = 0(i = 1,2,...,1) Y!_,a;y; = 0. From the results of this calculation, wecobtain a;, which is mostly
positive. Data that are correlated with a positive a; are referred to as support vectors (Nugroho et al., 2003).

Logistic Regression (LR) is a data analysis method used to determine the relationship between the
dependent variable (y) which has a binary category and the independent variable (x) which is polychotomous.
The output of the dependent variable consists of two categories which are usually denoted by y = 1, representing
a success and y = 0, representing failure (Hagenaars et al., 2024). The probability function for every observation
is given by Equation 11.

) = {ny(1 —m)ty fory=0,1

0 fory 0,17 (Equation 11)

7 = Probability of success. If y = 0 then f(y) = (1 — ), and if y = 1 then f(y) = m. The probability function
for logistic regression is defined by Equation 12.
1
_ )/ for—o<z<+o 4
f(2) = {1+6 others e (Equation 12)
zZ = Lo + P1x1 + P2x3 + -+ + Lrxk. In general, logistic regression models are expressed in Equation 13.

1

for0<m(x)<1
— —(Bo+B1x1+B2x2++B X))
m(x) {1+e o 10 i K for m(x) <O0andm(x) >1"

.. (Equation 13)

where n(x) is the probability of a successful event with 0 < m(x) < 1, under the condition that 1 is declared a
successtul event and 0 indicates a failure. w(x) is a nonlinear function; therefore, it needs to be transformed into
a logit form. Parameter estimation of the logistic regression model can be described using the logit
transformation of m(x) as expressed in Equation 14. The exponential form of the logit model is presented in
Equation 15.

n (1:(12)) ............................................ (Equation 14,)
% = eBotBrxatBoxat+Bxi) (Equation 15)
g(x) = logit{n(x)] = In (%) = Bo + Pix1 + Loxy + o+ + Brxy... (Equation 16)

As shown in Equation 16, g(x) is the relationship function of the LR model, referred to as the logit relationship

tunction. The expected probability of ¥ = 1 (success) based on a given value of X is given in Equation 17.

eBo+B1x1+B2x2+ 4+ By Xy
1+eBo+B1x1+B2x o+ +B Xy "

m; = P(Y;1|X) = .... (Equation 17)
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Po is a constant and B is the coefficient of each variable. The Odds Ratio (OR) is given by Equation 18.

IL = ePotbrxathoxat+Bix (Equation 18)
=TT

OR > 1 is more likely to be regarded as Y = 1 (success), OR < 1 is more likely to be regarded as Y = 0 (failure),
OR = 0.5 indicates that relationships between Y and X are nonexistent (FFitzmaurice, 2016).

A Decision Tree (DT) classifies data items into a limited number of predetermined classes (Costa &
Pedreira, 2023; Iranmanesh et al., 2022). The DT C5.0 algorithm is an improvement on Decision Tree C4.5,
using a reduced tree to make the actions more succinct. The new decision tree techniques, ID3 and C4.5, are
superior in terms of memory savings and pruning (Shamrat et al., 2022). The C5.0 algorithm outperforms C4.5
in terms of speed, memory, and effectiveness. A classification technique suitable for big data sets is the C5.0
algorithm. In the C5.0 algorithm, attribute selection was performed using the gain ratio. The gain ratio measure
is used to select the test attributes at each node in the tree. The attribute with the highest gain ratio is selected
as the parent for the next node. The steps for creating a tree in the C5.0 algorithm are to create a tree using the
C4.5 algorithm. Similarities include entropy and gain calculations. If the algorithm stops at the gain calculation,
then the C5.0 algorithm will continue by calculating the gain ratio using the existing gain and entropy (Abdullah
et al.,, 2021) Equation 19 is the used to calculate the entropy value.

Entropy S= i=1n—pixlog2pi.................. (Equation 19)

S: Set of cases, n: Number of partitions S, and pi: Si to S ratio. The gain value is determined as follows in Equation
20:

GainS,A=Enthropy S—i=1nSiS*EntropySi... (Equation 20)

A: Attribute used, |Si|: Number of cases in the i-th partition, |S| : Number of cases in S. The following is the
tormula used to calculate the gain ratio in Equation 21 (Priyatna et al., 2018),

Gain (S,4)

Gain Ratio = o—————
Y, Entropy(Si)

.............................. (Equation 21)

Gain (S, A): gain value from variable, Y.i-; Entropy(Si) : number of entropy values for a particular variable.

2.3. Model Evaluation

Evaluation model using holdout method. The holdout method divides the data set randomly into two
independent (non-overlapping) subsets, the division of which is usually 2/3 of the training data and the
remaining 1/3 of the test data. However, different portions can also be used according to certain considerations.
From the results of the training and testing, at confusion matrix was used. The Confusion Matrix (CM) provides
comparative information between the classification results from the model output and actual classification
results. The four components that represent the classification results in a CM are True Positive (TP), True
Negative (TN), False Positive (FFP), and False Negative (FN) (Syahrani, 2019) (see Table 1).

Table 1. Confusion Matrix

Actual Values

fusion Matri
Confusion Matrix True False

Predicted True True Positive (TP)/ Correct result False Positive (FP)/ Unexpected result

Values False  False Negative (FN)/ Missing result True Negative (TN)/ Correct absence of result

Evaluation of the goodness of the model used was measured using four criteria: values of accuracy,
recall/sensitivity, specificity, and Area Under the Curve (AUC) from the construction of the classification model.
Accuracy is the accuracy of predictions for which the model is correct. The following is the calculation for
determining the accuracy value. The higher the accuracy value, the better is the classification (Tharwat, 2021;
Trivedi et al., 2021; Vujovic, 2021). A recall is a ratio that is predicted to be correct or relevant when compared
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to all correct data. The higher the sensitivity value, the less likely it is that the results of the positive class
classification would be wrong (Vujovic, 2021). Specificity is the correctness of predicting negative data compared
to overall negative data. The higher the specificity value, the better the classification performance for prediction,
because it has low false positives (de Diego et al., 2022).

FPR is the percentage of negative cases in the data incorrectly reported as positive (the likelihood of a
talse warning appearing). The total number of negative cases incorrectly reported as positive cases was divided
by the total number of negative cases. The AUC assesses discriminatory performance by calculating the
likelihood of an output from a randomly chosen sample of the positive population. The AUC values always ranged
from 0 to 1. The greater the AUC value, the stronger is the classification (Egwom et al., 2022) calculation of
each evaluation size, as presented in Equations 22-26,

Accuracy = % X 100%............... (Equation 22)
Recall/Sensitivity = % X 100%............ (Equation 23)
Specificity = —— X 100% ..................... (Equation 24)
FPR = 1 — Specificity ...................... (Equation 25)
AUC = HESSRSVIYZRPR (Equation 26)

2

2.4. Research Methodology

The data used in this research were Sentinel-2 satellite image data from July 7, 2021, with an area directly
adjacent to the UII, sourced from https://scihub.copernicus.eu/. The Sentinel-2 Satellite Image used is an image
in which there are not many clouds, so it can be used for research. The population used was satellite imagery in
an area directly adjacent to UII, and the sample used is the area directly adjacent to UII in 2021. Five variables
were used in this study: variable x as Universal Transverse Mercator (UTM) easting/ longitude, variable y as
UTM northing/latitude, independent variable (X), namely bands 8 and 11, and dependent variable (Y), namely
class with 0 as non-built-up and 1 as a built-up. Band 8 has a visible and near-infrared (VNIR) wavelength with
a spatial resolution of 10 m, while Band 11 has a Short-Wave Infrared (SWIR) wavelength with a spatial
resolution of 20 m (Zhou et al., 2021). These two bands were used because both are constituents of the
Normalized Difterence Built-Up Index (NDBI), and NDBI extraction has been carried out in previous studies
(Guo et al., 2015; Kaur & Pandey, 2022; Kulkarni & Vijaya, 2021; Zheng et al., 2021).

The research flow chart is shown in Figure 2. The brown color is the first stage, namely preprocessing.
Geoprocessing was carried out during the preprocessing stage. Geoprocessing is a process in a Geographic
Information System (GIS) that is used to analyze spatial data, which eventually produces novel data and
information. Vector geoprocessing is a geoprocessing technique implemented on vector-data structures.
Examples of vector geoprocessing techniques include clipping, buftering, splitting, merging, and overlaying of
vectors (Ahmed et al., 2018). The following steps were performed in the first stage. (1) Data retrieval through
Copernicus Web. (2) Image cropping using SNAP. The images were cropped according to the area used. (8)
Improved image resolution in band 11 and extracted band 8 using the SNAP application. The resolution increase
in band 11 is achieved because band 11 has a resolution of 20 m while band 8 has a resolution of 10 m, to make
the two bands have the same resolution, an increase will be made in band 11.

In the green box, data are generated that border the UII. To obtain complete data, a merger between
bands 8 and 11 was carried out by clipping or cutting using a polygon area directly adjacent to the village of
Umbulmartani. Next, the following steps were performed carried out in the blue-box stage. (1) Digitize built-up
and non-built-up areas by creating polygons in the Quantum Geographic Information System (QGIS).
Digitization is the process of converting an analog map into a digital map by using a digitization table. The
method converts the existing spatial features on the map into a set of x, y coordinates. High-quality analog map
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sources are required to produce accurate data. For the digitization process, the operator requires high precision
and concentration are required from the operator (Cunningham, 2006), (2) Sample the training and testing data
by conducting random points in areas that have been digitized. (3) Classification analysis using support vector
machines, logistic regression, and decision tree methods with 40 iterations. Iteration was used to determine the
pattern and stability of the predictions obtained. (4) Descriptive analysis was performed using the iteration
results of each classification. (5) The methods were compared using the average indicator of each method to
obtain the best method.

Acquisition of senitel
2-A satellite imagery

Clipping image

Increase the resolution
and extract satellite

imagery

Digitation Create a focus area for
spatial data

Create training and
testing data samples
v ¥
Support Vector Machine Logistic Regression Decision Tree
(SVM) (LR) (DT)
[ Modelevaluation | [ Modelevaluation | [ Model evaluation |

Tteration model and Tteration model and Tieration model and
Descriptive analysis

Descriptive analysis

vy
Determining the best
model
Spatial data Prediction
<« patil <
visualization results

Figure 2. Research Flowchart

Descriptive analysis

Building density

exploration

In the last stage (purple box), the following steps were performed. (1) Predict the best methods and
datasets to obtain predictive images using raster visualization. (2) A buffering analysis was performed to calculate
the proportion of built-up and non-built-up areas. Buffering refers to the creation of zones or areas using distance
from an object. Buffering involves the ability to create zones using the distance from a selected object, such as a
point, line, or area (polygon). The buffers are polygonal in shape because they represent the area around an
object. Buffering also refers to the formation of sonas or corridors in raster data models (i, 2017). R software is
used for classification most use R software because of its several advantages, such as convenience, portability,
multiplatform, and programmability (Giorgil et al.,, 2022; Pavlenko et al., 2020). The stages of spatial data
visualization and preprocessing are used by QGIS, because it is an open source that provides many functional
capabilities and features, and the number continues to grow, including supporting various raster and vector
formats (Bruy & Svidzinska, 2015; Flenniken et al., 2020; Lowe et al., 2022; Rosas-Chavoya et al., 2022).

3. Result and Discussion

3.1. Data Preparation

Area clipping was performed to obtain the study area, which is directly adjacent to Umbulmartani village.
‘We merged regional bands directly adjacent to UII as the campus is included in the village of Umbulmartani,
the areas directly adjacent to the village of Umbulmartani are Sardonoharjo, Sukoharjo, Widomartani,
Harjobinangun, Pakembinangun, and Wukirsari villages. The raw data have 524,521 points with four variables:
longitude, latitude, band 8/ B8 (VNIR), and band 11/ B11 (SWIR). There was a merger of regional bands directly
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adjacent to UII because the campus is included in the village of Umbulmartani, the areas directly adjacent to the
village of Umbulmartani are Sardonoharjo, Sukoharjo, Widomartani, Harjobinangun, Pakembinangun, and
Woukirsari villages. The training and testing data were prepared by obtaining random points from the digitized
results. The total number of data was 2000 which consisted of 1000 built-up and 1000 non-built-up areas. Figure
3 shows the digitization results for the built-up and non-built-up areas. The green polygons represent built-up,
and the brown polygons represent non-built-up areas. Digitization was carried out to obtain training and testing
data that were labeled 0 for non-built-up and 1 for built-up. We split the data into 80 percent training data with
1600 rows and 20 percent testing data with 400 rows.

110°24'0"E 110°25'48"E 110°27'36"E
' '}

Built-Up
and
Non-Built-Up Areas

} \ Legend

\ Digitized Map of

7°39'0"S
7°39'0"S

B von-builtup
. buil-up

o (%]

3 @

bt 3 ¥

2 k=]

g -

3 o

£ { &

7°42'36"S
7°42'36"S

December, 2025

110"2.4'0"5 110"2‘5’48”5 110°2.7’36”E
Figure 3. Digitization
3.2. Classification

After the data were divided into training and testing data, it was continued with the three classification
methods. Because each processing step produces a different output value (because it contains random numbers),
40 iterations were carried out to determine the pattern or stability of each method. The following are the
resulting evaluation values of each iteration and classification. Table 4 shows values of accuracy, sensitivity,
specificity, and AUC for each iteration in the SVM method classification.

Table 4. Evaluation Results of Support Vector Machine Model

Training Testing
Iteration Accuracy Sensitivity Specificity AUC Accuracy Sensitivity Specificity AUC
(%) (%) (%) (%) (%) (%)

1 91.75 91.06 92.46 91.80 89.50 89.74 89.27 89.50

2 91.44 90.92 91.97 91.40 90.25 90.26 90.24 90.30

3 91.69 90.96 92.45 91.70 90.00 89.8 90.2 90.00

38 90.56 89.88 91.27 90.60 94.00 94.53 93.47 94.00

39 91.00 90.3% 91.69 91.00 92.50 92.78 92.23 92.50

40 91.00 90.23 91.78 91.00 92.25 93.07 91.41 92.20

A classification is carried out in the logistic regression method, based on Equation 14, and the resulting
form of the logistic regression equation is presented in Equation 27.

logit(p) = In (1%) = —1.486 — 0.004X; +55.201X, ...... (Equation 27)
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o —1486-0.004X, +55.201 X;

1+ e —1486-0.004X1+55.201 X;

m(x) =

The calculated odds ratio value is presented in Equation 28.

—_—=e

1-m

n —1.486-0.004X,+55.201 X, (Equation 28)

For example, if the x; value is 2496 and X, is 0.183, an odds ratio value of 0.183 is obtained, meaning that the
data are included in Y=0 (non-built-up). Table 5 shows the values of accuracy, sensitivity, specificity, and AUC
for each iteration using the training and testing data. Table 5 presents the results of the LR method classification.

Table 5. Evaluation Results of LR using Test Data (a) and Train Data (b)

Training Testing
Iteration Accuracy Sensitivity Specificity AUC Accuracy Sensitivity Specificity AUC
(%) (%) (%) (%) (%) (%)

1 91.75 91.27 92.25 91.80 89.00 89.23 88.78 89.00

2 91.44 91.02 91.87 91.40 90.25 89.85 90.64 90.20

3 91.5 90.93 92.09 91.50 90.50 89.90 91.09 90.50

38 90.62 89.99 91.28 90.60 98.50 94.03 92.96 93.50

39 90.94 90.33 91.57 91.00 92.50 92.78 92.23 92.50

40 91.06 90.55 91.58 91.10 92.00 92.61 91.37 92.00

Table 6 shows the values of accuracy, sensitivity, specificity, and AUC for the DT method classification.

Table 6. Evaluation Results of Decision Tree using Test Data (a) and Train Data (b)

Training Testing
Iteration Accuracy Sensitivity Specificity AUC Accuracy Sensitivity Specificity AUC
(%) (%) (%) (%) (%) (%)

1 92.19 92.06 92.32 92.20 87.75 88.54 87.02 87.80

2 92.56 92.97 92.15 92.60 91.00 89.6 92.42 91.00

3 92.38 92.00 92.27 92.40 89.25 88.83 89.66 89.20

38 91.25 90.11 92.45 91.30 91.75 91.67 91.84 91.80

39 91.50 91.54 91.46 91.50 91.75 91.79 91.71 91.80

40 91.06 93.82 88.67 91.20 91.25 95.21 87.74 91.50

3.3. Method Comparison

After obtaining the classification results from each method, we selected the best method based on the
average accuracy and the smallest average variance difference from the training and testing data, as well as three
other indicators based on the number of iterations accomplished (sensitivity, specificity, and AUC), as shown in
Table 7.

Table 7. Mean and Variance Comparison.

Mean Variance
Metrics Value SVM LR DT SVM LR DT
Train Test Train Test Train Test Train Test Train Test Train Test
Accuracy (%) 91.31 91.24 91.26 91.18 91.96 90.44  0.09 1.37  0.08 1.35  0.20 1.72
Sensitivity 90.80 91.13 90.80 91.06 92.14 91.02 0.13 3.17 0.14 3.28 0.57 5.78
Specificity 91.83 91.37 91.76 91.30 91.78 89.94 246 0.08 2.50 1.835  4.15 2.46
AUC 91.31 91.23 91.28 91.18 91.97 90.48  0.10 1.85 0.09 1.87 0.19 1.65

Based on a comparison of the mean values from all classifications we found that the decision tree model
has the highest accuracy. However, the SVM model had the smallest difference in mean values between
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classifications on the training and test data, which was 0.06. In addition, it has a relatively small difference in
variance compared with the other methods. Therefore, we declared SVM to be the best performing method in
this study.

3.4. Predictive Images

Predictive images are used to make predictions with the best method selected, namely, the support vector
machine (SVM), into intact data. Table 8 shows the SVM prediction results for the entire dataset where in the
initial dataset there were no class variables because predictions had been made, so the prediction results contained
524,521 data points with longitude, latitude, and class variables as the predicted outcome variables.

Table 8. Six Predicted Data from The Dataset (an illustration)

Longitude (UTM) Latitude (UTM) Class
437895 9156275 1
437905 9156275
437915 9156275 0
487925 9156275 0
4387935 9156275 0
437945 9156275 0

The prediction results obtained were used as the raster data. The results obtained from the predictions portray
non-built-up in white and built-up in red, as shown in Figure 4.

Figure 4. Prediction Results.

IFigure 4 shows the predicted results when zoomed-in. In conclusion, the predictions are in accordance with the
original base map. After the classification and prediction results were obtained, one of its uses was to calculate
the proportions.

3.5. Proportional Calculation

A buffering analysis was performed to identify the relationship between a point and the surrounding area.
In this study we drew a bufter with a center point at the UII and zones with radii of 1, 2, 8, 4, and 5 km are made.
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Figure 5 show the results for the buffer. Buffers are obtained using a distance of 1-5 km where Figure 5 show an
example of the points that are in the bufter. The yellow dots are the built-up points, whereas the blue dots are the
non-built-up points. A bufter analysis of the complete data is presented in Table 9.

Figure 5. Point Spatial Buffer from UII

Based on Table 9, it was found that at a radius of 1 km the percentage of built-up was 47.695% while the
remaining 52.305% were non-built-up. At a radius of 2 km, the percentage of built-up was 39,737% while the
remaining 60,263% were non-built-up. At a radius of 3 km, the percentage of built-up was 383,271% whereas
66,729% of the points were non-built-up. At a radius of 4 km, the percentage of built-up was 31,597% whereas
68,403% of the points were non-built-up. At a radius of 5 km, the percentage of built-up was 30.597% whereas
69.403% of the points were non-built-up. We arrived at the conclusion that the closer to the central point, the
greater the percentage of built-up, while for non-built-up, the greater the distance, the greater the percentage.
This suggests that the UII campus area serves as a new residential center. Many built-up areas are erected to
support services for the academic community in addition to entrepreneurs who want to create a business that
requires premises that often target areas close to UlI to open their businesses. Areas with dense populations
increase community activities that cause traffic congestion, high water demand, large garbage production, high
production of water waste, plastic waste, and so one. Therefore, it is urgent that the relevant agencies carry out
rearrangement and maintenance to reduce the impact of the establishment of many non-built-up areas.

Table 9. Buffering Analysis

Distance (km) Area (km®) Built-up Points Non-built-up Points P;:;:letr_llj;g(ib(;f N:;};ﬁg?ﬁ; ?(;‘; )
1 3,09 14,73 16,16 47.69 52.30
2 12,87 46,03 69,80 39.78 60.26
3 27,83 79,54 159,53 33.27 66.72
4 49,48 112,77 244,12 31.59 68.40
5 77,30 136,24 309,03 30.59 69.40

These findings are consistent with recent studies demonstrating that university campuses often act as
growth poles that stimulate land-use transformation in their surrounding areas. Caliskan (2023), found that the
establishment of new universities in Turkey accelerated the expansion of built-up areas and reduced nearby green
spaces. Similarly, Widaningrum (2022) reported that educational facilities tend to trigger the development of
supporting infrastructure and commercial activities, thereby increasing the extent of built-up zones. In addition,
Dharmawan et al. (2021) showed that the physical expansion of university campuses in Indonesia significantly
reshaped the local landscape by increasing the proportion of impervious surfaces relative to green areas. In the
context of the UII campus, these results confirm that the campus functions not only as an academic hub but also
as a driver of urban formation. The spatial pattern observed, where higher built-up proportions occur within 1—
2 km and gradually decrease with greater distance, illustrates a typical process of urban diffusion driven by
accessibility, land value, and service demand. Therefore, local governments and urban planners should anticipate
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continuing urban pressure by implementing appropriate zoning policies, encouraging vertical development, and
preserving green buffers to maintain sustainable growth around the campus (Slawska, 2024).

4, Conclusion

Based on the iteration results, the average values for accuracy, sensitivity, specificity, and AUC in the
training data, classified using the SVM method, were 91.3073%, 90.7990%, 91.83%, 91.3125% respectively,
whereas in the testing data, they were 91.2438 %, 91.1333%, 90.3683%, 91.2250%. The average values for
accuracy, sensitivity, specificity, and AUC in the training data, classified using the LR method were, 91.2630%,
90.7988%, 91.7563%, 91.2750% respectively whereas in the testing data they were 91.1750%, 91.0563 %,
91.8043%, 91.1825%. The average values for accuracy, sensitivity, specificity, and AUC of the training data,
classified using the DT method, were 91.9250%, 92.1365%, 91.7845%, 91.9675%, respectively, while those of the
testing data were 90.4375%, 91.0190 respectively. %, 89.9415%, 90.4850%. The best method used in this study
was the SVM method which was determined based on the average accuracy and the smallest average variance
difference between the training and testing data, and three other indicators based on the number of iterations
accomplished (sensitivity, specificity, and AUC). Buffer analysis on the complete dataset showed that at a radius
of 1 km, the percentage of built-up was 47.695% while for non-built-up it was 52.305%. At a radius of 2 km, a
percentage of 39,737% was obtained for built-up while for non-built-up it was 60,263%. At a radius of 3 km, the
percentage of built-up was 83,271% while that of non-built-up was 66,729%. At a radius of 4 km, the percentage
of built-up was 31,597%, whereas the remaining 68,403% of the points were non-built-up. At a radius of 5 km,
the percentage of built-up was 30.597% while the remaining 69.403% were non-built-up. We conclude that for
both datasets, the closer to the center point, the greater the percentage of built-up. In contrast, the farther away
from the center point, the greater the percentage of non-built-up areas.
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