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Abstract 

 

This research investigates the comparative predictive efficacy of two leading machine learning methodologies, 

specifically the XGBoost and Random Forest models, in estimating ocean temperature dynamics in the TS Gulf 

Stream and Labrador Current regions along the east coast of North America. Using annual temperature datasets 

and relevant oceanographic parameters, the data is carefully processed, cleaned and sorted into training and test 

subsets via the RStudio Platform. The performance evaluation model is carried out using predetermined machine 

learning assessment criteria, including Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Mean 

Squared Error (MSE), and R-squared. The results show the superiority of the XGBoost model compared to Random 

Forest in terms of prediction accuracy and minimizing prediction errors. The XGBoost model shows lower MSE 

values and higher R-squared values than the Random Forest model, indicating its better capacity in explaining data 

variations. XGBoost consistently provides more accurate predictions and shows higher sensitivity in identifying 

important factors influencing ocean temperature fluctuations than Random Forest. This research significantly 

improves understanding and prognostic capabilities regarding ocean temperature dynamics in the TS Gulf Stream 

and Labrador Current regions. Empirical evidence underlines the efficacy of the XGBoost model in predicting ocean 

temperatures in the studied region. Continuous model evaluation and parameter refinement for both 

methodologies is critical to establishing standards for optimal prediction performance. The findings of this research 

have implications for the fields of oceanography and climate science, and offer potential pathways to 

comprehensively understand and mitigate the impacts of climate change on marine ecosystems. 
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Introduction 
 

The ocean temperature phenomenon in the TS 

Gulf Stream and Labrador Current off the east coast 

of North America is an ecological event that has 

significant implications for marine ecology (Chen, 

2022). The Gulf Stream is a warm and swift ocean 

current that originates in the Gulf of Mexico and flows 

along the east coast of North America before turning 

towards Europe (Williams, 2021). The Labrador 

Current, on the other hand, is a cold current that flows 

southward from the Arctic Ocean along the coast of 

Labrador and Newfoundland before merging with the 

Gulf Stream (Lochte et al., 2019). The interaction 

between these two ocean currents creates a dynamic 

ocean environment with significant temperature 

variations that impact marine life (Jacobs et al., 

2021). The warm waters of the Gulf Stream provide 

an ideal habitat for species such as sea turtles, 

dolphins, and sharks, while the cold waters of the 

Labrador Current support species such as cod, 

haddock, and capelin (Pannozzo, 2023). 
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Understanding the dynamics of ocean currents and 

their impact on temperature is critical for predicting 

changes in marine ecosystems and developing 

accurate predictive models (Capotondi et al., 2019). 

Accurate predictive models can help scientists and 

policymakers develop effective conservation 

strategies and mitigate the impacts of climate change 

on marine life (Urban, 2019). The XGBoost algorithm 

is one such model that can handle large and complex 

data sets and is an effective tool for predicting ocean 

temperatures. The algorithm uses gradient boosting 

to construct a sequence of regression trees that 

iteratively add new trees to the model while 

minimizing a loss function (Devos et al., 2020). The 

amalgamation of predictions from all individual trees 

culminates in the final prediction, a crucial step that 

guarantees the accuracy of the XGBoost model. The 

development of precise predictive models, such as 

XGBoost, holds paramount importance in 

comprehending the intricate dynamics of ocean 

temperature and its repercussions on marine life 

(Wolff et al., 2020). These models serve as invaluable 

tools for researchers and policymakers, enabling 

them to formulate effective conservation strategies 

and address the impacts of climate change on marine 

ecosystems. Ultimately, these efforts contribute to 

ensuring the sustainability of our oceans for the well-

being of future generations. 

 

Utilizing the XGBoost algorithm, a widely 

adopted ensemble method in machine learning that 

utilizes gradient boosting to construct sequences of 

regression trees, this study aimed to predict ocean 

current temperatures at two specific locations off the 

east coast of North America—the Gulf Stream and 

Labrador Current. The selection of XGBoost was 

deliberate, chosen for its prowess in managing large 

and intricate datasets. When coupled with Gradient 

Boosting and the xgboost library, the XGBoost 

algorithm exhibited remarkable accuracy in 

forecasting ocean current temperatures, evident in 

the lower Root Mean Square Error (RMSE) (Duan et 

al., 2023). 

 

Implementing the Gradient Boosting method 

on ocean current temperature data at specified 

locations, the study divided the dataset into training 

and testing sets with a 70:30 ratio. The model was 

developed using the xgboost package, and 

predictions were made on the testing data (Qiu et al., 

2022). The Support Vector Machine (SVM) algorithm 

emerged as an effective method for predicting ocean 

current temperatures within the given data (Khan et 

al., 2021). 

 

Representing two significant ocean currents 

along the eastern shores of North America are the 

Gulf Stream and the Labrador Current (Gonçalves 

Neto et al., 2023). Originating in the warm waters of 

the Gulf of Mexico, the Gulf Stream flows 

northeastward along the eastern coast of the United 

States before turning eastward toward Europe 

(Bruera et al., 2023). Renowned as one of the world's 

strongest ocean currents, it is characterized by warm, 

clear, blue water and is situated approximately 

between 35°N to 45°N latitude and 75°W to 60°W 

longitude. The Labrador Current is a cold ocean 

current that travels southward along the east coast of 

Canada, originating in the frigid waters of the 

Labrador Sea (Board, 2021). These two currents play 

pivotal roles in shaping the marine ecosystems and 

climates of the region, with the Gulf Stream's warm, 

energetic flow and the Labrador Current's cold 

influence contributing to the distinct characteristics 

of the coastal waters (Trossman and Palter, 2021). 

The primary objective of the study was to utilize 

the XGBoost algorithm in machine learning to predict 

ocean current temperatures at two specific locations 

off the east coast of North America: the Gulf Stream 

and Labrador Current. Its focus was to demonstrate 

the precision and efficiency of the XGBoost algorithm 

in handling intricate and expansive datasets. This 

study offers several benefits. Firstly, it successfully 

showcases the XGBoost algorithm's ability to 

accurately forecast ocean current temperatures at 

precise locations. Secondly, it emphasizes the crucial 

role of selecting the appropriate machine learning 

method in managing complex datasets and 

enhancing accuracy. Thirdly, it provides a practical 

framework for implementing the XGBoost algorithm in 

R programming through the xgboost package. Lastly, 

the study explores alternative algorithms such as 

Random Forest and SVM for forecasting ocean 

current temperatures, offering a comparative 

analysis of their effectiveness in handling the given 

data. This research substantiates the utility and 

effectiveness of the XGBoost algorithm in predicting 

ocean current temperatures, highlighting the 

importance of choosing the right machine learning 

approach for intricate datasets. Its findings have 

broad applicability across various domains, 

particularly in fields like climate research and 

oceanography, where precise forecasts of ocean 

currents have significant implications. 

 

Materials and Methods 
 
The xgboost algorithm model 

 
In this research, an in-depth exploration of the 

xgboost model for predicting ocean temperature has 

been carried out, employing a training dataset 

𝐷 = (𝑥1, 𝑦1), (𝑥2, 𝑦2), … (𝑥𝑛, 𝑦𝑛). The xgboost model, 

inspired by the methodology proposed by (Wang and 

Guo, 2020), meticulously constructs a sequence of 

regression decision trees 𝑓𝑚(𝑥). This construction is 

achieved by minimizing the loss function: 
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𝐿(𝑚) = ∑ 𝑙{𝑦𝑖 , �̂�
(𝑚−1)

+ 𝑓
𝑚

(𝑥𝑖)}

𝑛

𝑖=1

+ 𝛺(𝑓
𝑚

) (1) 

Integral to the model's efficacy is the regularization 

rule 𝛺(𝑓
𝑚

), a critical mechanism controlling the 

complexity of the decision tree and guarding against 

overfitting—a technique commonly employed in 

xgboost as highlighted by (He et al., 2021). This 

regularization term optimizes the linear regression 

loss function 𝑙(. , . ) when applied to the decision tree 

𝑓𝑚. In each iteration ( )m , the predicted values �̂�(𝑚−1) 

from the preceding iteration (𝑚 − 1) guide the 

training of the decision tree 𝑓𝑚. The regularization 

term 𝛺(𝑓
𝑚

) serves as a deterrent to overfitting by 

penalizing the tree's complexity. Among the 

commonly adopted regularization rules in xgboost is: 

𝛺(𝑓
𝑚

) = 𝛶. 𝑇 +
1

2
. 𝜆 ∑ 𝑤𝑗

2𝑇
𝑗=1        (2) 

Where (𝛶) and (𝜆) stand as predetermined 

hyperparameters, T denotes the number of leaves in 

the tree (𝑓
𝑚

), and (𝑤𝑗 ) represents the weight of the 

j-th leaf. In each iteration, a new regression tree 𝑓𝑚(𝑥) 

is introduced by minimizing the loss function 𝐿(𝑚)  

through the gradient descent algorithm. The 

culmination of the xgboost model's predictive power 

on a feature vector 𝑥 is articulated by �̂�(𝑥) =

 ∑ 𝑓𝑚(𝑥)𝑀
𝑚=1 , where M signifies the total number of 

regression trees meticulously crafted by the xgboost 

model. 

 

The computational realization of this algorithm 

in R involves a meticulous process. Hyperparameters 

(𝛶), (𝜆) and M are meticulously initialized. 

Subsequently, an array is created to capture the 

predictions of each regression tree for every sample. 

Each iteration, spanning from 1 to M, involves the 

computation of gradients and hessian for each 

sample using the linear regression loss function. This 

is followed by the meticulous construction of a new 

regression tree, adhering to regulation rules that 

encompass data separation based on features and 

the calculation of weights for each leaf. The resulting 

predictions for each sample are saved for subsequent 

iterations. The xgboost model prediction for the 

feature vector 𝑥  is calculated, ultimately providing 

the output �̂�(𝑥). 

 

Random forest algorithm model 

 
Random forest algorithm mathematical model 

The Random Forest algorithm, a versatile 

machine learning tool employed for classification, 

regression, and diverse tasks, was investigated in this 

study (Shanmugasundar et al., 2021). Operating as 

an ensemble learning method, the algorithm 

constructs numerous decision trees and 

amalgamates their predictions (Reddy et al., 2020). 

Mathematically, the Random Forest model can be 

expressed as follows: 

 

Consider 𝑇1, 𝑇2, … 𝑇𝑛 as n decision trees, with 

each tree ( )
i

T  crafted on a random subset of the 

training data. At every node in the tree, the data is 

partitioned based on the optimal feature. The output 

of the Random Forest model is given by the equation: 

 

 
1

ˆ arg max ( )
n

y i i

i

y w y T x
=

=  =  (3) 

Where ŷ  signifies the predicted class or value, y  

represents the set of potential classes or values, x  

denotes the input data, 
i

w  stands for the weight of 

tree i, and ( )
i

y T x=  is an indicator function that 

yields 1 if the tree 
i

T  predicts class or value y  for 

input x , and 0 otherwise.  

The weights 
i

w  are determined by the 

accuracy of each tree, ensuring that better-

performing trees are assigned higher weights. This 

strategic weighting diminishes the influence of 

weaker trees, ultimately enhancing the overall 

accuracy of the Random Forest model (Rong et al., 

2020). 

 

Algorithm the mathematical model of the Random 

forest algorithm in the R program 

 

The study began by collecting historical 

temperature data, which was then divided into two 

groups: training data and test data. The training data 

serves to train the model, while the test data is used 

to test how well the model works (Shokri et al., 2017). 

Each decision tree is generated through a process of 

random subsampling of the training data and random 

selection of variables (features) considered at each 

split node (Liu et al., 2020). 

 

The splitting of the training data is done by 

considering the threshold value of the selected 

variables, and the goal is to maximize the diversity in 

the predicted values at each branch (node) and 

minimize the diversity in the predicted values at each 

leaf under that branch. The splitting process 

continues until the number of nodes reaches the 

maximum limit or after the stopping criterion is met, 

i.e. when there are no more significant splits 

(Ishwaran, 2015). 
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After all the decision trees are generated, 

temperature estimation is performed by means of 

each decision tree generating temperature 

predictions for each test data. The temperature 

predictions from each decision tree are then 

averaged to produce the final temperature prediction 

(Birant, 2011). The prediction error is measured 

using metrics such as MSE (mean squared error) or 

MAE (mean absolute error) (Hodson, 2022). Some 

model parameters, such as the number of decision 

trees, the number of features considered at each 

splitting node, and the stopping criteria, can be 

adjusted to improve model performance (Song and 

Ying, 2015). 

 

Random forest vs XGBoost Algorithm in a box plot to 

evaluate the performance of the algorithmic model 

 

This section provides an interpretation of the 

summary statistics derived from the actual data, 

specifically focusing on the maximum temperature 

and minimum temperature recorded at specific point 

locations within the Gulf Stream and Labrador 

Current along the east coast of North America. Table 

1 presents monthly temperature statistics for the 

maximum temperature, focusing on point locations in 

the Gulf Stream and Labrador Current along the east 

coast of North America. The data includes minimum 

and maximum values, quartiles, median, and mean 

temperatures. For instance, the median maximum 

temperature observed is 6.50, and the corresponding 

median minimum temperature is 24.13, indicating 

the central tendencies of the temperature distribution 

in the specified locations. The table provides insights 

into the variability and range of temperatures with 

minimum and maximum values across the recorded 

months. 
 

Table 2 shows monthly temperature statistics 

for the minimum temperature at point locations in the 

Gulf Stream and Labrador Current along the east 

coast of North America. The data includes key 

summary measures such as minimum and maximum 

values, quartiles, median, and mean temperatures. 

For instance, the median minimum temperature 

recorded is 6.50, corresponding to 22.97, providing 

insights into the central tendencies and variability in 

the distribution of minimum temperatures across the 

observed months. The table captures the range and 

distribution characteristics, emphasizing the monthly 

variations in minimum temperatures at the specified 

locations. 

 

The plot Figure 1 shown is the monthly 

seasonal pattern of maximum and minimum 

temperatures at the study site. The plot uses pre-

processed data, where the temperature data has 

been aggregated by month to obtain the average 

maximum and minimum temperatures. The plot 

displays an x-axis representing the months (from 1 to 

12) and a y-axis representing the average 

temperature. There are two types of data displayed in 

the plot, namely maximum temperature and 

minimum temperature. Each type of data is displayed 

with a different color on the bar-chart. The plot shows 

the pattern of maximum and minimum temperature 

changes throughout the year. The boundary line 

between the two types of data shows the difference 

between the maximum and minimum temperatures 

in each month. This plot provides a visual 

representation of the seasonal changes in 

temperature, where it can be seen whether the 

temperature is higher or lower in certain months. 

 

Table 1. Monthly Temperature Statistics in maximum temperature 
 

Month Temperature Max 

Min.       : 1.00 Min.      : 21.27 

1st Qu.  : 3.75 1st Qu. : 22.17 

Median : 6.50 Median : 24.13 

Mean    : 6.50 Mean    : 24.62 

3rd Qu. : 9.25 3rd Qu. : 27.04 

Max.     : 12.00 Max.     : 28.84 

 

 
Table 2. Monthly Temperature Statistics in minimum temperature 

  
Month Temperature Min 

Min.       : 1.00 Min.      : 19.22 

1st Qu.  : 3.75 1st Qu. : 20.64 

Median  : 6.50 Median : 22.97 

Mean     : 6.50 Mean    : 23.40 

3rd Qu.  : 9.25 3rd Qu. : 26.30 

Max.      : 12.00 Max.      : 28.14 
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Figure 1. Seasonal month pattern of maximum and minimum temperature 

 

 
(a) 

 
(b) 

 
Figure 2. Prediction of ocean current temperature using gradient boosting algorithm 

 
 

Results and Discussion 
 

In this section, we present a comprehensive 

report detailing the application of the xgboost 

algorithm in conjunction with the R programming 

language to forecast ocean current temperatures at 

two distinct locations – the Gulf Stream and Labrador 

Current situated off the east coast of North America. 

The dataset utilized in this study originates from 

NASA's power access datasets, renowned for 

furnishing extensive and reliable information 

essential for precise temperature predictions in 

ocean currents. Employed as a machine learning 

technique, the xgboost algorithm is adept at 

forecasting intricate and voluminous datasets 

(Asselman et al., 2023). This research contributes 

valuable insights into the accuracy of predicting 

ocean current temperatures at both the Gulf Stream 

and Labrador Current locations through the utilization 

of the xgboost algorithm. The ensuing output 

generated by this algorithm is elucidated as follows.  

 

The presented research showcases the 

remarkable predictive capabilities of the XGBoost 

model through a meticulously analyzed dataset. In 

Figure 2.a, a compelling visual representation is 

provided, juxtaposing the actual temperature (Actual) 

with the XGBoost model's predicted temperature 

(Predicted). The alignment of each blue dot, 

corresponding to a pair of actual and predicted 

temperatures, vividly illustrates the model's ability to 

closely replicate true values. The proximity of these 

dots to the red dashed line serves as a visual 

indicator of prediction accuracy, with closer dots 

denoting more precise predictions. This reference line 

establishes the ideal relationship between actual and 

predicted temperatures, serving as a valuable tool for 

assessing the model's precision. 

 

The close alignment of the blue dots to the 

reference line strongly validates the accuracy of the 

XGBoost model, affirming its ability to make precise 

predictions of temperature. Conversely, scattered or 

distant dots in the plot suggest a higher error rate in 

the model's predictions. 

 

In Figure 2.b, the sequence of test data on the 

x-axis is juxtaposed with the temperature scale 

(encompassing both actual and predicted values) on 

the y-axis. The blue line represents actual 

temperatures, while the red line portrays predicted 

values. A close alignment between these lines 
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signifies the model's adeptness at accurate 

predictions, emphasizing its reliability. Conversely, a 

noticeable difference between the two lines indicates 

a significant error in temperature prediction. 

 

This graphical representation serves as a 

comprehensive tool to evaluate the XGBoost model's 

performance in predicting temperatures. It not only 

facilitates a thorough understanding of temperature 

variations within the dataset but also provides 

valuable insights into the model's predictive 

capabilities. Assessing the closeness between the red 

and blue lines aids in determining the model's 

accuracy, making this plot an essential visual aid for 

comprehending the model's predictive efficiency. 

 

In this research, an in-depth analysis of the 

attributes of the XGBoost model (Table 3.) was 

conducted. The use of external marker handles 

focused on managing and manipulating the XGBoost 

booster object externally. The raw data related to the 

XGBoost model has an attribute length of 385,622. 

The model training process is performed with only 

one iteration, called niter, indicating that the iteration 

is sufficient. The model training evaluation log is 

stored in a data.table object named evaluation_log. 

The XGBoost model invocation information, or call, is 

used as a reference for model parameters and 

arguments. XGBoost model training parameters are 

represented by a list object called params. List 

callbacks include additional functions used during 

XGBoost model training. There are 5 features used in 

the model, represented by feature_names. The 

number of features (nfeatures) in the model is 1, 

indicating the use of only one feature. 

 

In the statistical analysis of the prediction 

model, the following temperature values were 

observed: The observed temperature minimum was 

19.90, while the predicted minimum was slightly 

higher at 20.22. At the 25th percentile, both actual 

and predicted temperatures reached about 22.83 

and 22.86, respectively, representing the lower half 

of the range. At the 50th or median percentile, the 

actual and predicted temperatures converge close to 

24.65 and 24.66, respectively, indicating the average 

temperature value. When advancing to the 75th 

percentile, the actual and predicted temperatures 

increase to about 25.19 and 25.18, respectively. At 

the upper end, the maximum observed temperature 

reaches 27.90, with the predicted temperature at a 

slightly lower value of 27.85, while the highest values 

recorded are 29.90 and 29.79 for the observed and 

predicted temperatures, respectively. 

 

The program used to implement Random 

Forest algorithm in predicting time series values on 

ocean current temperature data off the east coast of 

North America. The prediction results are displayed in 

the form of a plot with the original data. In this study, 

the graph illustrates the relationship between the 

observed and predicted values using the Random 

Forest model.   

 

In Figure 3, the close relationship between the 
plot and the dashed red diagonal line indicates a 

strong correlation between the predicted and 
observed values. This indicates a linear relationship 

between the input variables (Year, Month, Date, 
Maximum Temperature, Minimum Temperature) and 

the output variable (Temperature). A closer fit of the 
data to the diagonal line indicates higher prediction 

accuracy in the temperature model. Variations in the 
distribution of the data indicate diverse predicted 

values for each observation. An even distribution 
around the diagonal line indicates a strong predictive 

ability in handling temperature fluctuations by the 
model. Deviations above or below the line indicate 

the difference between the predicted and observed 
values-positive deviations indicate overestimation, 

while negative deviations indicate underestimation by 
the model. A wider spread may indicate unexplained 

variability in the model inputs.  
 

The fit between the dashed red line (Predicted) 
and the blue line (Actual) emphasizes the expertise of 

the Random Forest model in temperature prediction. 

Closer proximity between these lines indicates higher 
prediction accuracy, while differences or non-

uniformities indicate mismatches influenced by 
unaccounted factors such as extreme weather 

conditions. Comparison of actual and predicted 
temperatures at statistical points-minimum, quartile, 

median, mean and maximum-reveals the consistency 
between model predictions and actual temperatures 

across a wide range. These collective findings 
emphasize the model's precision in temperature 

prediction. Evaluation of the model's overall 
performance involves assessing the summary 

statistics obtained through the command 
"summary(rf_model)," which reveals the accuracy and 

error rate in temperature prediction.  
 

The model evaluation (Table 4.) results show 
that the Random Forest model has an error rate (mse) 

of 100 and a fit rate (rsq) of 100. MSE (Mean Squared 
Error) measures how well the model predicts 

temperature, with lower values indicating more 
accurate predictions. R-squared (R2) describes how 

well temperature variations can be explained by the 
model, with higher values indicating a better model in 

explaining temperature variations. There are 5 
variables that are considered important in predicting 

temperature based on the results of the Random 
Forest model. These important variables can provide 

insight into the factors that influence temperature. 
There is 1 tree (ntree) used in this model. The number 

of variables used in each split node selection is 1 
(mtry). 
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Table 3. XGBoost Model Attributes 

 
Attribute Description 

Handle External marker for the XGBoost booster object. Used for managing and manipulating the model. 

Raw Raw data associated with the XGBoost model. The length of this attribute is 385,622. 

Niter The number of iterations performed during model training. Its value is 1, indicating only one iteration. 

Evaluation_log Evaluation log related to the model training. It is a data.table object containing evaluation information. 

Call Information about the XGBoost model call. Used as a reference for model parameters and arguments. 

Params Parameters used in the XGBoost model training. A list object with parameter values. 

Callbacks List of callbacks used during the XGBoost model training. Functions that perform additional actions. 

Feature_names Names of the features used in the model. There are 5 features used. 

Nfeatures The number of features used in the model. Its value is 1, indicating one feature is used. 

 

 
Table 4. Evaluation and Model Details for Temperature Prediction in random forest model 

 

Details Value 

Total data 3419 

Predicted Variables Temperature 

Model Evaluation  

- MSE (Mean Squared Error) 100 

- R-squared (R2) 100 

Significant Variables 5 

Number of Trees and Number of Variables Used  

- Number of Trees (ntree) 1 

- Number of Variables (mtry) 1 

 

 

 
(a) 

 
(b) 

 
Figure 3. Random forest prediction for Gulf Stream and Labrador Current Temperature 

 

 

For this study, the data used was extracted 

from an Excel file and organized into a data frame 

using the data.frame () function. To split the data into 

training and testing sets with a 70:30 ratio, the create 

Data Partition () function from the caret library was 

utilized. Two models were then trained using the 

training data: Gradient Boosting with xgboost() and 

Random Forest with train() from the caret library. The 

testing data was used to make predictions with both 

models, and the RMSE values and Confidence 

Intervals (CI) were calculated for each model. 

 

In Figure 4, each plotted point represents a 

pair of actual and predicted temperature values, 

which are identified by different types according to 

the XGBoost and Random Forest models, distinguished 

by the color of the point. In this plot there is a dashed 

line (geom_abline) depicting a diagonal line with a 

slope of 1 and an intercept of 0, illustrating an ideal 

scenario where the predicted values are parallel to 

the actual values. The closeness of these points to 

the line reflects the accuracy of the predictions to the 

actual values. This visual aid aims to assess the 

precision of the XGBoost and Random Forest 

regression models in predicting temperature values. 

Points that are closer to the diagonal line indicate 

more precise and accurate predictions, while 

scattered points indicate lower prediction accuracy. 

This plot analysis facilitates the evaluation and 

comparison of the performance of XGBoost and 

Random Forest models in temperature prediction. 
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Table 5. Performance Comparison of XGBoost and Random Forest Regression Models for Temperature Prediction 

 

Model MSE R-squared 

XGBoost 0.228929 0.992583 

Random Forest 0.601143 0.95681 

 

  
 

Figure 4. Predicted temperature vs actual temperature: Random Forest vs XGBoost Algoritm 
 

 
 

Figure 5. Random forest vs XGBoost Algoritm in line graph 

 

 
 

Figure 6. Random forest vs XGBoost Algorithm in a box plot to evaluate the performance of the algorithmic model 
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In the results of this study, Figure 5 shows the 

comparison between two prediction models, namely 

XGBoost and Random Forest, in predicting 

temperature based on date. On the x-axis (horizontal) 

is the date, while on the y-axis (vertical) is the 

temperature value. In this graph, there are two lines 

representing the predictions of each model. The blue 

line represents the prediction using the XGBoost 

model, while the red line represents the prediction 

using the Random Forest model. This graph helps in 

comparing the performance of the two models in 

predicting the temperature. If the prediction line is 

close to the true value (observed temperature value), 

it indicates that the model provides an accurate 

prediction. If there is a difference between the 

prediction line and the actual value, it indicates the 

level of prediction error of each model. 

 

In Figure 6, the resulting plot is a box plot 

comparing temperature predictions using two 

models, XGBoost and Random Forest. The x-axis 

displays the two model categories: XGBoost and 

Random Forest, while the y-axis shows the 

temperature prediction values. Each box in the plot 

represents the distribution of temperature 

predictions for each model, with the horizontal line 

inside indicating the median of that distribution. 

Whiskers, represented by vertical lines above and 

below the boxes, indicate the range of the data 

(minimum and maximum values). The presence of 

points outside the whiskers indicates the presence of 

outliers (extreme values) in the temperature 

predictions. This plot aims to compare the 

temperature prediction distribution between the 

XGBoost and Random Forest models. Similar 

positions of the boxes and aligned medians indicate 

similar predictions from both models. Significant 

differences in the boxes or medians indicate 

variations in temperature predictions between the 

two models.  

 

The evaluation results (Table 5.) show that the 

XGBoost model has a lower mean squared error 

(MSE) of 0.2289287 compared to the Random Forest 

model (MSE = 0.6011426). The lower MSE indicates 

that the XGBoost model has a smaller prediction error 

rate in estimating temperature. The R-squared value 

generated by the XGBoost model (0.9925834) is also 

higher than the Random Forest model (0.9568096). 

The higher R-squared indicates that the XGBoost 

model can better explain the variation in the observed 

data compared to the Random Forest model. In the 

context of this study, the evaluation results show that 

the XGBoost model provides better performance in 

predicting temperature compared to the Random 

Forest model. 

 

This study delves into the comparison of two 

prominent machine learning methods, XGBoost and 

Random Forest, to assess their effectiveness in 

predicting variations in ocean temperature along the 

east coast of North America, specifically in the TS Gulf 

Stream and Labrador Current regions (Ferchichi et al., 

2022). Utilizing RStudio, the researchers employed a 

comprehensive dataset consisting of annual 

temperature records from these regions (Moraga and 

Baker, 2022). In the XGBoost approach, various 

oceanic parameters such as air temperature, 

atmospheric pressure, wind characteristics, and 

other relevant factors were utilized as input variables 

(Cui et al., 2024). The dataset underwent 

preprocessing and segmentation into training and 

testing subsets, enabling the XGBoost model to be 

trained on oceanic parameters to predict sea 

temperature. Evaluation metrics such as accuracy, 

precision, recall, Mean Absolute Error (MAE), and 

Root Mean Squared Error (RMSE) were employed to 

assess the model's performance (Naser and Alavi, 

2020). 

 

The results indicate that the XGBoost model, 

developed using RStudio, demonstrated accurate 

predictions with minimal error, showcasing its 

proficiency in identifying patterns within annual 

ocean temperature data in the specified regions 

(Hussain et al., 2021). The study incorporated the 

Random Forest method, using annual temperature 

data as model input and following a similar 

segmentation process (Wei et al., 2020). The 

Random Forest model exhibited commendable 

performance in predicting ocean temperature 

variations based on the provided annual temperature 

data (Azari et al., 2022). The analysis of key features 

within the Random Forest model further enhanced 

the understanding of factors influencing sea 

temperature in the studied regions (Oukawa et al., 

2022). The research effectively compared the 

predictive performance of XGBoost and Random 

Forest methods in forecasting sea temperature, 

offering valuable insights for advancing 

understanding and predictive capabilities regarding 

ocean temperature changes in the TS Gulf Stream 

and Labrador Current regions. 

Despite the apparent superiority of the 

XGBoost model in this context, the study emphasizes 

the need for further assessments and parameter 

adjustments to optimize the performance of both 

machine learning methods (Kavzoglu Teke, 2022). 

While the findings contribute significantly to the field, 

it is acknowledged that reference support in the 

discussion is limited. To strengthen the study, 

additional references, particularly from previous 

research on machine learning applications in 

oceanography or similar domains, should be 

incorporated (Rubbens et al., 2023). This would 

provide a more robust foundation for the discussed 

methodologies and results, enhancing the credibility 
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and depth of the research. The study lays the 

groundwork for continued development in 

understanding and predicting ocean temperature 

dynamics in the specific regions under consideration. 

 

Conclussion 
 

This study compares the XGBoost and Random 

Forest algorithms in predicting the temperature of 
ocean currents in the Gulf Stream and Labrador 

Current using data from NASA. The results show that 
XGBoost has higher accuracy than Random Forest. 

Visualization of the predictions showed that XGBoost 
produced highly accurate temperature predictions, 

indicated by the prediction points being close to the 
actual temperature reference line. Further statistical 

analysis confirmed that XGBoost provided more 
accurate results with a low MSE value (0.228929) 

and a high R-squared value (0.992583). In the 
comparison between the two models, XGBoost was 

superior in prediction accuracy to Random Forest, 
which had a higher MSE value (0.601143) and lower 

R-squared value (0.95681). Model evaluation 
showed that XGBoost was more effective in 

explaining ocean temperature variations based on 
historical data, indicating superior performance in 

ocean temperature prediction. This study suggests 
the need for further evaluation and parameter 

adjustment to optimize the performance of both 
models. The findings make an important contribution 

to the understanding and prediction of ocean 
temperature dynamics in the Gulf Stream and 

Labrador Current region, and pave the way for further 
development in this area. 
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