Assessment of IEC Normal Turbulence Model and Modelling of the Wind Turbulence Intensity for Small Wind Turbine Design in Tropical Area: Case of the Coastal Region of Benin
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ABSTRACT. The wind turbulence intensity observed on a site have an influence the wind turbine energy production and the lifetime of the blades. It is therefore primordial to master this parameter for the optimization of the production. So therefore, this study is interested on the modelling of the wind turbulence intensity at 10 m above the ground on the coast of Benin. Four years of wind data measured on the site of Cotonou Port Authority (PAC) from 2011 to 2014 and recorded with a temporal resolution of 10 min were used. From the transport equation of turbulent kinetic energy followed by a numerical simulation based on the Nelder-Mead algorithm developed under the Matlab software, we proposed five new models for estimating the wind turbulence intensity. The results of the different simulations reveal that four of proposed models and based on the roughness, the speed of friction and the length of Obukhov better fit the data, during the periods of January, April, June, July, August, September and December. The estimations errors are included between (0.02; 0.01) obtained in December and (0.08; 0.06) observed in March. A comparative study between the existing models in the literature and the best model proposed in this study showed that only this model gives the best adjustment with the data. It can therefore be used on the sites where turbulence is influenced by the roughness and the atmosphere stability. Finally, from this model a new wind turbine design class has been proposed for the site of Cotonou. It takes into account the actual levels of turbulence observed and thus allow to optimize the energy production.
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1. Introduction

Wind turbulence intensity is an important parameter for the induced loads evaluation by the wind on the wind turbines components as well as for their design (Ren et al. 2018; Dimitrov et al. 2015). In the atmospheric boundary layer where wind turbines are generally installed, this phenomenon of turbulence is high (Finnigan 1994). Such complex environments (near-ground) induce a stochastic variation in wind speed and turbulence intensity difficult to estimate (Evans et al. 2017). They cause thus the angle of attack fluctuations for the blade element (Kamada et al. 2011) inducing thus the fatigue load which reduces their lifetime (Peña et al. 2015; Cheung et al. 2016; Stival et al. 2017; Carpman 2011; Marino et al. 2017; Dimitrov et al. 2017; Kim et al. 2015). This turbulence (low frequency), measured within a period of 10 min, affects also wind energy production (Peña et al. 2015; Cheung et al. 2016; Stival et al. 2017; Rosen and Sheinman 1994; Kaiser et al. 2004; Gottschall and Peinke 2008; Sonia and Lundquist; Siddiqui et al. 2015; Hedevang 2014). The variation of the component loads therefore depends significantly of this parameter inherent at the wind field. As a result, wind fluctuation speed models are very important for the design, the operation of wind turbines (Leu et al. 2014). For this task, IEC 61400 standard of the International Electrotechnical Commission (IEC) standards, has been designed by the European and the American countries to provide the wind turbine designer the valuable
information. It is a set of design requirements to ensure the proper operation and life of wind turbines and recommended for the design of wind turbines. This standard considers the Normal Turbulence Model (NTM) as a reference for fatigue load calculations for wind turbines (Lopez-Villalobos et al. 2018).

However, several authors have questioned about the suitability of NTM in certain turbulent environments since it does not include the wind dynamics related to such highly turbulent sites (Lopez-Villalobos et al. 2018). This is the case of Ishihara et al. (2012) who after studying the characteristics of the turbulence with the IEC61400-1 standard model on an offshore site in Japan, noticed that this model underestimated the turbulence intensity. The authors therefore propose the determination of the suitable parameters of the model for the site in order to improve the accuracy of the estimate. Leu et al. (2014) studied the performance of the model in Taiwan and also determined the appropriate parameters of this model for this study area as a reference for future wind farms. Wang et al. (2013) after having evaluated the IEC61400-3 normal turbulence model at three sites in Asia, Europe and the United States, the authors developed a new model. It is taking into account the wind-wave interaction with the Charnock equation adjusted by empirical functions of turbulence scale for the unstable atmosphere. This model is a function of the roughness length, the Obukhov length and atmospheric boundary layer height and gives better performance in offshore according to the authors. As for the studies of Dimitrov et al. (2015), the authors have developed a simplified model for the exponent of the wind shear. Then, they combine it to the standard wind conditions prescribed in IEC 61400-1,3 in order to evaluate the fatigue loads on the different components of the turbine. Carpmann (2011) have studied the turbulence intensity of small wind turbines. They conclude that the NTM underestimates turbulence intensity for complex environments for the high wind speeds. It represents turbulence only for the wind speeds lower than 10 m/s. On the two sites of Perth and Newcastle in Australia, the IEC 61400-2 underestimates the turbulence intensity for the majority of the measured wind speeds according to the studies of Evans et al. (2017). An aeroelastic model was therefore established in FAST using the IEC 61400-2 and the measure of the wind as an input in order to predict the main turbine performance parameters (Evans et al. 2017). In considering the studies of Ren et al. (2018), the authors noticed the normal turbulence model overestimates the turbulence intensity of the three wind farms studied. A new model of turbulence intensity estimation only depending of the wind speed, and based to the three-parameter (three constants) power law, has therefore been proposed on the basis of real observations. The actual data show that the proposed model by Ren et al. (2018) performs better than NTM. Lopez-Villalobos et al. (2018) have analysed the turbulence intensity for a range of wind speeds between 2 and 24 m/s. The results have shown that the IEC model underestimated the measures of turbulence intensity for 388 hours. The authors therefore concluded that the use of the NTM may lead to the fatigue loads and some structural damage at the wind turbine level.

Cheung et al. (2016) have developed a simple model for estimation the turbulence intensity by assuming a power law for the velocity profile. The authors established the relation between the turbulent fluctuations with the mean wind shear profile for the neutral stable Atmospheric Boundary Layers (ABL) based on the turbulent boundary layer theory. The models are related to the Mann model and shown to have a similar scaling. However they are simpler and based on assumptions for turbulent boundary layers rather than homogeneous turbulence.

This diversity of models thus shows the interest granted by the different authors for the improvement of wind turbulence intensity estimation models. After analyzing the studies above, we noted that the use of these models requires the knowledge of certain topographic and meteorological parameters such as the roughness, shear, friction speed, Obukhov length or boundary layer height that are specific to each site. Moreover, we noticed that no model has simultaneously taken into account the roughness length, shear coefficient and Obukhov length nor the roughness length and shear coefficient or shear coefficient and Obukhov length. In view of these observations, one of the best solutions which will be the subject of this study is to establish a model specific to each site considered or to similar characteristic sites based on the data. This approach would therefore better represent the distribution of the wind turbulence intensity. Failure to taking into account the actual levels of turbulence intensity would lead to poor prediction of the wind turbines output power, the fatigue loads and possible premature failure of the turbine components.

Our study area which is appropriate for wind energy exploitation according to the works of Awanou et al. (1991), Houekpoheha et al. (2014), Akpo et al. (2015) as well as West Africa are subject to the high wind fluctuations (Madougou 2010; Houngminou et al. 2017) due to weather conditions. Moreover, no study on the modelling of the wind turbulence intensity in this Africa area has been carried out near the ground. The aim of this study is therefore to develop a model that can suitably reproduce the turbulence intensity on our study site (Benin coast in Cotonou). Firstly, the Normal Turbulence Model (NTM) of IEC standard have been evaluated with the actual data. From the transport equation of turbulent kinetic energy, we therefore modelled the intensity of wind turbulence by an analytical approach. Then, we made an assumption that the wind average shear profile contained in the transport equation can be expressed like a function of the wind shear coefficient. The roughness length has been introduced in the equation like an increasing linear function of turbulence intensity. A numerical simulation based on the Nelder-Mead algorithm was performed to determine the model’s fitting constants. Finally we proposed a new class of wind turbine design on our study site.

2. Materials and Methods

2.1 Site Description and Dataset

2.1.1 Study area description

The coastal region of Benin is a coastal band, low and sandy, 125 km long and extending from Hillacondji in the West to Kraké in the East. Table 1 presents the geographical characteristic of the coastal region of Cotonou.
Table 1
Detailed information about the coastal region of Cotonou.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Cotonou, Benin</td>
</tr>
<tr>
<td>Period of record</td>
<td>2011-2014</td>
</tr>
<tr>
<td>Longitude</td>
<td>2°25′05″ E</td>
</tr>
<tr>
<td>Latitude</td>
<td>6°21′55″ N</td>
</tr>
<tr>
<td>Height above mean sea level (m)</td>
<td>7</td>
</tr>
</tbody>
</table>

Figure 1 presents the geographical situation of the study area.

![Geographical location of the coast of Cotonou in Benin in Gulf of Guinea (Hounguè et al. 2018)](image)

2.1.2 Dataset

During the Millennium Challenge Account compact I (MCA), the wind data have been recorded (speed and direction) at 10 m above the ground for the period from June 1st, 2011 to April 30th, 2014. Table 2 gives the description of wind sensor which was used during the measure. Fig. 2 shows an overview of the wind observation system on the port platform located on the Cotonou coast.

![Wind sensor with the data logger position (receiving station) in the seaside (Richard and Dolle 2011)](image)

To determine the standard deviation of wind fluctuations, from the raw wind speed data we can separate the wind average speed of the turbulent flow. The raw wind speed is averaged with a time window from 30 minutes to 1 hour to obtain the mean wind speed (Ren et al. 2018). To determine the turbulent flow, we subtract the mean wind speed from the raw wind speed (Ren et al. 2018; Stull 1988). These different parameters are given from Eq. (2) to Eq. (4). The mean wind speed is obtained by:

\[ U = \frac{1}{n} \sum_{i=1}^{n} v_i \]  

(2)

where \( n \) is the number of wind speed points in each time window. The turbulent flow \( v' \) is given therefore by:

\[ v' = v - U \]  

(3)

The standard deviation \( \sigma \) is expressed as follows (Ren et al. 2018; Mirhosseini et al. 2011):

\[ \sigma = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (v_i - U)^2} \]  

(4)

\( N \) is the number of the wind speed observations. The turbulence intensity measured is therefore obtained from Eq. (1) to Eq. (4).

2.2.2 The IEC Standards

According to IEC 61400-2 relative to small wind turbine (rotor sweep area of less than 200 m²), the values of Normal Turbulence Model (NTM) standard deviation for wind speed, are given by the 90th or 50th percentile value of wind speed at the hub height (IEC 61400.2-2013):

\[ \sigma = \frac{I_{90} + I_{50}}{2} + \Delta \sigma \]  

(5)
a is the slope parameter for turbulence standard deviation model. \(I_{\text{ref}}\) represents characteristic value of turbulence intensity at wind speed 15 m/s. \(\Delta \sigma = 2(p - 1)I_{\text{ref}}, p = 0\) for the 50th percentile, and \(p = 1.28\) for the 90th percentile. In order to compare the calculated \(\sigma\) and \(I\) with the NTM, the values of \(\sigma\) and \(I\) must be first determined from the wind speed data. This is done by assuming: the 50th percentiles of \(\sigma\) \((\sigma_{90} = \sigma_{\text{ave}})\). On the other hand the 90th percentiles is defined as the sum of \(\sigma_{\text{ave}}\) values and 1.28 times standard deviation of \(\sigma\) \((\sigma_{90} = \sigma_{\text{ave}} + 1.28 \sigma_{x})\). From Eq. (1) and Eq. (5), the turbulence intensity of the IEC is calculated. Table 3 presents the basic parameters defined in these standards.

Table 3
Basic parameters for SWT turbines classes (IEC 61400-2:2013)

<table>
<thead>
<tr>
<th>IEC 61400-2 (SWT)</th>
<th>Class</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_{\text{ref}})</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>Values</td>
</tr>
<tr>
<td>(V_{\text{ref}})</td>
<td>50</td>
<td>42.5</td>
<td>37.5</td>
<td>30</td>
<td>specified by (\bar{V})</td>
<td></td>
</tr>
<tr>
<td>(A)</td>
<td>10</td>
<td>8.5</td>
<td>7.5</td>
<td>6</td>
<td>manufacture</td>
<td></td>
</tr>
<tr>
<td>(A)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(V_{\text{ref}}\) is the reference wind speed average over 10 min (m/s). This is the basic parameter of the wind speed used to define wind turbine classes. This is the maximum extreme wind speed over 10 min with a 50-year recurrence period for which the SWT designed to withstand climates is less than or equal to \(V_{\text{ref}}\) \((V_{\text{convention}} \leq V_{\text{ref}})\).

2.2.3 Analytical modelling of wind turbulence intensity

From the studies of Cheung et al. (2016) the new formulations of the turbulence intensity estimation model were developed using the turbulent boundary layer theory. We therefore consider for this purpose the transport equation of turbulent kinetic energy \(I_g\) (Cheung et al. 2016).

\[
\frac{\partial \tau}{\partial t} + \nabla \cdot \left( \frac{u}{\sigma} \nabla I_g \right) + \mathcal{P} - \varepsilon
\]

(6)

where \(\nu\) is the turbulent viscosity, \(\sigma\) a constant turbulent Prandtl number, \(\mathcal{P}\) is the turbulent kinetic energy production and \(\varepsilon\) the dissipation rate. The turbulent kinetic energy production and the dissipation rate are given by (Pope 2000):

\[
\mathcal{P} = \tau \frac{l_{MB}^2}{l_{MB}} \left( \frac{\partial u}{\partial z} \right)^2
\]

(7)

\[
\varepsilon = \frac{\xi l_{MB}^2}{l_{MB}} \left( \frac{\partial u}{\partial z} \right)^2
\]

(8)

\(l_{MB}\) is the length scale (m) in the middle part of the atmospheric boundary layer, \(\xi\) and \(\tau\) are constant, \(z\) is the height above the ground, \(\frac{\partial u}{\partial z}\) is the average profile of wind shear.

Near the surface of the boundary layer, the terms of convection and kinetic energy scattering can be neglected (Cheung et al. 2016) into Eq. (6). From this hypothesis, the turbulent kinetic energy \(I_g\) is expressed by:

\[
I_g = \frac{\tau_{MB}^2}{a} \left( \frac{\partial u}{\partial z} \right)^2
\]

(9)

According to the studies of Darbieu et al. (2014) \(I_g\) is also expressed as a function of the wind fluctuation:

\[
I_g = \frac{1}{2} (\sigma_u^2 + \sigma_v^2 + \sigma_w^2)
\]

(10)

\(I_g\) is in \((m^2.s^{-2})\), \(\sigma_u^2\) is the variance of longitudinal wind component \((m^2.s^{-2})\), \(\sigma_v^2\) is the variance of transversal wind component \((m^2.s^{-2})\), \(\sigma_w^2\) is the variance of vertical wind component \((m^2.s^{-2})\). In considering Eq. (9) and Eq. (10), the horizontal wind fluctuation \(\sigma\) can vary as (Cheung et al. 2016):

\[
\sigma = \sigma_0 + \tau_0 I_{MB} \left( \frac{\partial u}{\partial z} \right)
\]

(11)

From Eq. (11), the turbulence intensity can be modelled by (Cheung et al. 2016):

\[
I = I_0 + \frac{\sigma}{\bar{V}}
\]

(12)

\(\sigma_0\), \(\tau_0\) and \(I_0\) are a constant for calibration purposes. According to the studies of Panofsky (1973), Gryning et al. (2007), Peña et al. (2008), the average profile of wind shear for an homogeneous and stationary flow in the surface layer can be written as:

\[
\frac{\partial u}{\partial z} = \frac{u_z}{\kappa_{str}} \phi_m
\]

(13)

\(u_z\) is the local friction velocity (m/s), \(\kappa\) is the von-Karman constant \((= 0.4)\), \(l_{str}\) is the local length scale (m) in the surface layer (SL), \(\phi_m\) is the function of the atmospheric stability correction, also known as the dimensionless wind shear. On this surface, which accounts for the lowest 10% of the Atmospheric Boundary Layer (ABL), the variation of \(u_z\) with altitude is neglected, and the length scale is assumed to be equal to the height (Peña et al. 2008).

\[
u_z = u_{z,0}
\]

(14)

\[
l_{str} = z
\]

(15)

where \(u_{z,0}\) is the friction velocity, \(z\) is altitude. The friction velocity has been determined in our study site in the studies of Donnou et al. (2019c). The studies of Businger et al. (1971), Dyer (1974), and Högström (1988) suggested the following expressions of \(\phi_m\) for unstable, neutral and stable atmospheric conditions:

\[
\phi_m = \left( 1 + \gamma \frac{z}{L} \right) p_\alpha
\]

(16)

\[
\phi_m = 1
\]

(17)

\[
\phi_m = \left( 1 + \beta \frac{z}{L} \right) p_\alpha
\]

(18)

where \(\gamma, \beta, p_\alpha\) are a constant for calibration purposes. \(L\) is Obukhov length (m). This parameter has been determined in the studies of Donnou et al. (2019a) on the
site of Cotonou. According to the studies of Gryning et al. (2007), the wind profile length scale is composed of three component length scales \(l_{SL}, l_{MB}, l_{UB}\). And in the surface layer, the first length scale \(l_{SL}\) is taken to increase linearly with height. Above the surface layer the second length scale is \(l_{UB}\). Little is known about the behaviour of the length scale \(l_{UB}\) in the upper part and near the top of the boundary layer (Gryning et al. 2007). It is assumed to be equal to the distance to the top of the ABL (Peña et al. 2008). The data used in this study are at 10 m above the ground, so in the surface layer. We can therefore use \(l_{SL}\) into Eq (7) and Eq (8) at instead of \(l_{UB}\). From the Eq (11) to Eq. (13), the Eq. (12) becomes:

\[
l = l_0 + \frac{\sigma_u + \tau_0 l_{SL}(\frac{u^*}{z_0})}{\mu_0} - \mu_0
\]

On our study site, the power law is one of the best law for the fitting of wind speed profile according to the studies of Donnou et al. (2019a) the Eq. (19) can be also expressed by:

\[
l = l_0 + \left[\sigma_u + \tau_0 l_{SL}(\frac{u^*}{z_0})\right] U^{\mu_0}
\]

where \(\mu_0\) is a constant for calibration purposes. In considering the studies of Donnou et al. (2019c) performed in the same study area, the turbulence intensity is expressed like an increasing linear function of roughness length \(z_0\):

\[
\frac{\sigma_u}{U} = a_0 z_0 + b_0
\]

\(a_0\) and \(b_0\) are a constant for calibration purposes. Eq. (20) becomes:

\[
l = a_0 z_0 + b_0 + \tau_0 l_{SL}(\frac{u^*}{z_0}) \mu_0
\]

\(b_0\) is a constant for calibration purposes. The roughness length has been determined from the Charnock model and calculated in the studies of Donnou et al. (2019c) This model (Eq. (22)) is a function of the wind speed, the friction velocity, the roughness length, the local length scale in the surface layer and the atmosphere stability. It is the first model (model 1) of turbulence intensity proposed in this study.

In the studies of Cheung et al. (2016), the authors have assimilated the average profile of wind shear like a function of power law. In this study, we have rather assuming that, \(\frac{\sigma_u}{\mu_0}\) can be expressed like a function of the wind shear coefficient \(\alpha\):

\[
\frac{\sigma_u}{\mu_0} = \delta \alpha
\]

\(\delta\) is a constant. Another model of the turbulence intensity has been therefore proposed. Thus, the Eq. (22) gives:

\[
l = a_0 z_0 + b_0 + \tau_1 l_{SL} U^{\mu_0}
\]

Several expressions relating to the wind shear coefficient determination are encountered in the literature. Referring to the studies of Newman and Klein (2014), the Eq. (25) is used by authors to determine the wind shear coefficient:

\[
a = a_0(1 + \beta_1 R_i)^{\mu_1}
\]

\(\beta_1, \beta_2\) and \(\mu_1\) are a constant for calibration purposes. \(R_i\) is the Richardson number and is also a stability parameter of atmosphere. So we can modify the Eq. (25) by introducing the Obukhov length to replace \(R_i\):

\[
a = a_0(1 + \beta_1 L)^{\mu_1}
\]

\(a_0\) is given by Spera and Richards (1979):

\[
a_0 = (\frac{l_0}{\sigma})^b
\]

\(b_0\) is a constant for calibration purposes. From Eq. (24) and Eq. (26), the second model (model 2) proposed is expressed as follows:

\[
l = a_1 z_0 + b_1 + \tau_1 l_{SL} a_0(1 + \beta_1 L)^{\mu_1} U^{\mu_1}
\]

\(a_1, b_1, \tau_1\) and \(\mu_1\) are a constant for calibration purposes. This model is a function of roughness length, the wind speed, the local length scale in the surface layer and atmospheric stability. The studies of Dimitrov et al. (2015) have given another expression of wind shear coefficient function of wind speed:

\[
a = a [\ln(U) - d]
\]

\(a\) and \(d\) are a constant for calibration purposes. The third model (model 3) is derived from Eq. (24) and Eq. (29). It is a function of roughness length, wind speed and the local length scale in the surface layer:

\[
l = a_2 z_0 + b_2 + \tau_2 l_{SL} [\ln(U) - d] U^{\mu_2}
\]

\(a_2, b_2, d, \tau_2\) and \(\mu_2\) are a constant for calibration purposes. The studies of Smedman-Högström and Högström (1983) proposed the following expression to determine the wind shear coefficient:

\[
a = c_0 + c_1 \log(z_0) + c_2 [\log(z_0)]^2
\]

\(c_0, c_1, c_2\) are a constant for calibration purposes. The fourth model (model 4) proposed comes from Eq. (24) and Eq. (31):

\[
l = a_3 z_0 + b_3 + \tau_3 l_{SL} [c_0 + c_1 \log(z_0) + c_2 [\log(z_0)]^2] U^{\mu_3}
\]

\(a_3, b_3, \tau_3\) and \(\mu_3\) are a constant for calibration purposes. It is a function of roughness length, the wind speed and the local length scale in the surface layer. The studies of Gualtieri (2015) proposed as for them a relationship between \(\alpha\) and \(l\):

\[
a = k_1 \ln(l) + k_0
\]
where \( k_1 \) and \( k_0 \) are a constant for calibration purposes. In replacing Eq. (33) into Eq. (24) and after a changing of variable, we have the following expression:

\[
AI + B = \left[ k_1 \ln(l) + k_0 \right] U^{-\mu_4}
\]

where:

\[
A = \frac{1}{\tau_4 U^{\mu_4}}
\]

\[
B = -\left( \frac{a_4 + b_4}{\tau_4 U^{\mu_4}} \right)
\]

\( a_4, b_4, \tau_4 \) and \( \mu_4 \) are a constant for calibration purposes. The resolution of Eq. (34) has been obtained from the command “solve” developed under Matlab. The solution is given by:

\[
l = -A U^{-\mu_4} k_1 \omega \left[ -\ln(-k_1 A U^{-\mu_4}) - \left( \frac{k_0 - Bu^\mu_4}{k_1} \right) \right]
\]

where \( \omega \) is Wright omega Function. The Wright \( \omega \) function is a single-valued function, defined in terms of the Lambert \( W \) function (Corless and Jeffrey 2002). It is defined as follows:

\[
\omega(x) = W_{\kappa(x)} \exp(x)
\]

and:

\[
\kappa(x) = \left[ \frac{\text{ln}(x) - \pi}{2 \pi} \right]
\]

The fifth model (model 5) of turbulence intensity proposed is therefore given by Eq. (36). It is a function of wind speed, the roughness length, the local length scale in the surface layer and Wright omega Function. These five new models have been assessed on the site from the data of the turbulence intensity. The different constant of these models have been determined by numerical simulation in order to better calibrate the models. The simulation method adopted is presented in the following section.

2.2.4. Numerical simulation

The simplex algorithm of Nelder and Mead (Nelder and Mead 1965) one of the most widely adopted methods for non-linear unconstrained optimization, has been used in this study in order to better calibrate the models proposed. In the software Matlab it is the function \textit{fminsearch} which has been used to simulate this algorithm. \textit{Fminsearch} finds the minimum of a scalar function of several variables, starting by an initial estimate. This is generally referred to as unconstrained non-linear optimization. It uses the simplex search method of Lagarias et al. (1998). This is a direct search method that does not use numerical or analytic gradients:

- At each step of the search, a new point in the simplex or near the current simplex is generated. The function value at the new point is compared with the function’s values at the vertices of the simplex and, usually, one of the vertices is replaced by the new point, giving a new simplex.
- This step is repeated until the diameter of the simplex is less than the specified tolerance.

2.2.5. Statistical test.

Mean Absolute Error (MAE) and Root mean squared error (RMSE) are two of the most common estimators used to evaluate the errors committed by the prediction. The MAE is the average over the test sample of the absolute differences between prediction and actual observation where all individual differences have equal weight. The RMSE is a quadratic scoring rule that also measures the average magnitude of the error. It’s the square root of the average of squared differences between prediction and actual observation. These two error estimations are given by Amar et al. (2008), Chai and Draxler (2014):

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (p_i - f_i)^2}
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |p_i - f_i|
\]

Where \( p_i \) represents observations, \( f_i \) the different estimates or predictions and \( N \) the number of the wind speed observations. The smaller its value is, the closer it is to zero and the better the model is.

3. Results and Discussions

3.1. Turbulence intensity as function of wind speed: IEC standards

3.1.1. Instantaneous wind speed, mean wind speed and turbulent flow

Fig. 3 shows the raw wind speed time series of June 2011 to April 2014. The raw wind speed time series have been averaged with a time window of 1 h to obtain the mean wind speed and turbulent flow, as shown in Fig. 4.

![Fig. 3 Ten-minute wind speed time series from June 2011 to April 2014.](image-url)
We noticed on the Figs. 3 and 4 that the raw wind speed varies from 0 to 22.8 m/s. The turbulent flow fluctuates between -9.30 m/s and 12.5 m/s. The average speed of wind in the time window of 1 h varies from 0.57 to 17.05 m/s.

3.1.2 Assessment of IEC standard with actual turbulence intensity

The variations of standard deviation with the wind speed for the case $I_{ref}$ standard (Fig. 5(a)) and $I_{ref}$ measured (Fig. 5(b)) are shown on the Fig 5. The measured standard deviation is an increasing function of the wind speed. However $\sigma$ is not linear as specified in the IEC model standard. This result is in line with the studies of Ren et al. (2018) and Wang et al. (2013). It is also obvious that $\sigma$ evolves more rapidly with wind speeds greater than 12 m/s and slowly with wind speeds below 8 m/s.

For weak winds, the standard deviation is almost constant. We also noticed that the most frequent wind speeds on this site, have a standard deviation that does not exceed 1 m/s. Table 4 presents the values of the error estimators between the measured and the estimated standard deviations. There is therefore a large gap between the measurements and the estimates. Moreover, when we use the reference turbulence intensity $I_{ref}$ measured on our site to estimate the standard deviation from the IEC standard, we notice that the error estimators are lower than in the standard case. These results therefore confirm the inadequacy of the IEC standard model for estimating the standard deviation of wind speeds on our site.

<table>
<thead>
<tr>
<th>Period</th>
<th>$I_{ref}$ (Standard value)</th>
<th>$I_{ref}$ (Measured value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IEC 90th</td>
<td>IEC 50th</td>
</tr>
<tr>
<td>Annual</td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td></td>
<td>2.7007</td>
<td>3.8877</td>
</tr>
</tbody>
</table>
Fig. 6 Monthly variation of turbulence intensity as a function of wind speed at 10 m. The 50th and 90th percentile of $I_o$ are represented. The value of the reference turbulence intensity used is $I_{ref} = 0.18$ (standard value).
Fig. 6 Monthly variation of turbulence intensity as a function of wind speed at 10 m. The 50th and 90th percentile of $I_g$ are represented. The value of the reference turbulence intensity used is $I_{ref} = 0.18$ (standard value). (Cont.)
Fig. 6 Monthly variation of turbulence intensity as a function of wind speed at 10 m. The 50th and 90th percentile of $I_s$ are represented. The value of the reference turbulence intensity used is $I_{ref} = 0.18$ (standard value). (Cont...)

Fig. 7 Annual variation of turbulence intensity as a function of wind speed at 10 m. The 50th and 90th percentile of $I_s$ are represented for the data and the IEC standard. The value of the reference turbulence intensity used is $I_{ref} = 0.18$ (standard value).
During the year, and depending on the wind speed range, the wind turbulence intensity varies differently according to the months and the classes of the atmosphere stability. It is noted that whatever the atmosphere stability conditions, the turbulence intensity decreases from low wind speeds (0-1 m/s) to reach a threshold value ranging from 7 to 13 m/s depending on the period of the year. The most frequent wind speeds on the site correspond to the decreasing phase of wind turbulence intensity. The highest values of $I_{IV}$ on our study site correspond to the low wind speeds (0-1 m/s) would be due to the thermal turbulence as stipulated in the work of Wang et al. (2013). These high values observed between 0-1 m/s do not, however, hinder the good operation of small wind turbines whose starting speed is similar to 2-3 m/s. Beyond the threshold values, which correspond to moderate wind speeds, we noticed an increase of the distribution of the turbulence intensity during a good period of the year. This observation would be due to the mechanical turbulence (friction on the ground due to the roughness of the surface). The highest values of wind turbulence intensity $I_{IV}$ observed for strong winds (> 13 m/s) are obtained during the months of February, March, April, October and November. We observed a peak of 0.68 obtained in October under an unstable atmosphere. For the 90th percentile, these high values are obtained in February, March, April, May, June, October and November with a peak of 0.70 in November. The lowest values are recorded during the period of July-August. During these months, we could therefore say that the distribution of wind turbulence is not too influenced by the roughness above the ground. From all these analyzes, the intensity of the turbulence is not always therefore a decreasing function of the wind speed over the entire range of wind speeds observed on our site. It can increase after a threshold value of wind speed under the influence of the roughness. These findings are confirmed by the studies of Wang et al. (2013), Turk and Emeis (2010) which indicates that the roughness of the surface increases with the turbulence of the wind.

The estimation of the wind turbulence intensity from the IEC standard revealed an underestimation or an overestimation of the data depending on the wind speed range. During the months of January, February, March, April, May, June, September, October (atmosphere without condition), the IEC standard model underestimates measurements for wind speeds above 10 m/s, and at 8 m/s in November. Between 2 m/s and 10 m/s or more depending on the period of the year, the standard IEC overestimates the measurements. For the months of July, August and December we can say that the model of the IEC standard overestimates the measurements over practically the whole range of wind speed. In September (unstable and stable atmosphere), the same remark has been pointed out. We also noticed that the characteristic value of the wind turbulence intensity $I_{IV}$, measured on the study site is different from that recommended by the IEC standard. This standard value evaluated at 0.18 according to the IEC standard varies from 0.223 in April to 0.54 in October on our study site. For the annual distribution presented on the Fig. 7, the model of the IEC standard underestimates ($\sigma > 12$ m/s) or overestimates ($2 < \sigma < 9$ m/s) the data. The values obtained for NTM model estimation errors at a monthly and annual scale are shown in Table 5. They indicate significant differences between the measurements and the estimates except the month of July (stable and unstable conditions) and September (stable conditions). The error estimators (MAE, RMSE) are respectively evaluated during these periods at (0.0695; 0.0891), (0.0552; 0.0679) and (0.0829; 0.0946). These results thus confirm the inadequacy of normal turbulence model with the measurements. The use of this standard on our site for the design of wind turbines is therefore not appropriate. These results are consistent with the studies of Ren at al. (2018), Leu et al. (2014) Lopez-Villalobos et al. (2018), Ishihara et al. (2012), Wang et al. (2013), Carpman (2011) which also reached the same conclusion on their study site. Structural dysfunctions and significant damage could therefore occur during the operation of turbines designed from the turbulence levels generated by the IEC standard model in this region of the West Africa.

Table 5

<table>
<thead>
<tr>
<th>IEC 190</th>
<th>Atmosphere without condition</th>
<th>Stable Atmosphere</th>
<th>Unstable Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
</tr>
<tr>
<td>Jan</td>
<td>0.2724</td>
<td>0.1821</td>
<td>0.1449</td>
</tr>
<tr>
<td>Feb</td>
<td>0.2404</td>
<td>0.2017</td>
<td>0.1408</td>
</tr>
<tr>
<td>Mar</td>
<td>0.2308</td>
<td>0.1894</td>
<td>0.2153</td>
</tr>
<tr>
<td>Apr</td>
<td>0.1408</td>
<td>0.1105</td>
<td>0.1845</td>
</tr>
<tr>
<td>May</td>
<td>0.3264</td>
<td>0.2233</td>
<td>0.1671</td>
</tr>
<tr>
<td>Jun</td>
<td>0.2358</td>
<td>0.1898</td>
<td>0.3217</td>
</tr>
<tr>
<td>Jul</td>
<td>0.1561</td>
<td>0.0965</td>
<td>0.0891</td>
</tr>
<tr>
<td>Aug</td>
<td>0.1282</td>
<td>0.1134</td>
<td>0.1210</td>
</tr>
<tr>
<td>Sep</td>
<td>0.1145</td>
<td>0.1043</td>
<td>0.0946</td>
</tr>
<tr>
<td>Oct</td>
<td>0.2365</td>
<td>0.2091</td>
<td>0.2826</td>
</tr>
<tr>
<td>Nov</td>
<td>0.2906</td>
<td>0.2429</td>
<td>0.3368</td>
</tr>
<tr>
<td>Dec</td>
<td>0.2832</td>
<td>0.2083</td>
<td>0.1820</td>
</tr>
<tr>
<td>Ann</td>
<td>0.3447</td>
<td>0.2772</td>
<td>0.2375</td>
</tr>
</tbody>
</table>
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Fig. 8 Evaluation of the proposed model 1 with turbulence intensity data under unstable atmosphere condition at 10 m. (2011-2014).

Fig. 9 Evaluation of the proposed model 1 with turbulence intensity data under stable atmosphere conditions at 10 m (2011-2014).
3.2. Numerical simulation of new turbulence intensity models

3.2.1. Turbulence intensity simulation from the analytical models

The Figs. 8-12 present the simulations results of the different models for estimating the intensity of wind turbulence proposed in this study. From the calculated $I_{90}$ values, the five models proposed will be simulated to better calibrate them to the data. On the Figs 8 and 9, the simulations of the model 1 have been carried out as a function of the atmosphere stability conditions. According to the studies of Donnou et al. (2019a) in the study area, the atmosphere is unstable between 09:00 and 18:00 UTC and stable the rest of the time. Wind data were therefore handled separately for these two periods.

On the Fig. 8 (unstable atmosphere), we noticed that only for the months of January, June, July, August, September and December, the model suitably reproduces the measurements of the intensity of wind turbulence when the atmosphere is unstable. The error estimators (MAE, RMSE) are higher for these months and range from (0.09; 0.11) in February to (0.15; 0.16) in November. For the stable conditions (Fig. 9), and during the months of January, July, August, September and December, low MAE and RMSE values are obtained and range from (0.01; 0.02) in December to (0.089; 0.075) in January. The performance of the model is therefore better during these periods of the year.

In short, model 1 gives a good result for the months when the distribution of turbulence intensity decreases on the entire range of wind speeds. This model cannot reproduce the growth sequences of the wind turbulence intensity. It is therefore more suitable on the sites where wind turbulence is a decreasing function of wind speed. It is also important to note that the simulations of the proposed model 2 which is also a function of the stability of the atmosphere gave the same performances as the model 1 after simulation, with different values of the calibration constants. The results of this simulation were therefore not presented in this study. On Fig. 10, the performance of the proposed model 3 were examined.

![Fig. 10 Evaluation of the proposed model 3 with turbulence intensity data (2011-2014)](image-url)
The model 3, which is a function of roughness and wind speed, better reproduces the different sequences of wind turbulence intensity whatever the time of year. The low values of the error estimators (MAE, RMSE) are obtained with this model. They vary from (0.01; 0.02) observed in December to (0.06; 0.08) observed in March. During the annual cycle, the model performance are also better. This model is more suitable for the site of Cotonou site (PAC).

It is therefore indicated for the sites where the wind turbulence intensity is a decreasing function of the wind speed for low and moderate winds and an increasing function when the winds are strong. The calibration constants included in model 3 and obtained after simulation are presented in Table 6 at monthly and annual scale. On the Figs. 11 and 12, the simulations of the proposed models 4 and 5 are presented.

Fig. 10 Evaluation of the proposed model 3 with turbulence intensity data (2011-2014) (Cont.)
Table 6.
The calibration constant values of turbulence intensity model 3.

<table>
<thead>
<tr>
<th>Period</th>
<th>$a_2$</th>
<th>$b_2$</th>
<th>$\tau_2$</th>
<th>$d$</th>
<th>$\mu_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>-0.89</td>
<td>2.84</td>
<td>-0.29</td>
<td>-0.45</td>
<td>0.48</td>
</tr>
<tr>
<td>February</td>
<td>-2.42</td>
<td>28.64</td>
<td>-0.62</td>
<td>-4.35</td>
<td>0.16</td>
</tr>
<tr>
<td>March</td>
<td>86.7</td>
<td>19.98</td>
<td>-0.44</td>
<td>-4.28</td>
<td>0.16</td>
</tr>
<tr>
<td>April</td>
<td>-1.02</td>
<td>0.63</td>
<td>-0.13</td>
<td>0.48</td>
<td>0.75</td>
</tr>
<tr>
<td>May</td>
<td>-9.23</td>
<td>14.44</td>
<td>-0.54</td>
<td>-2.37</td>
<td>0.25</td>
</tr>
<tr>
<td>June</td>
<td>-0.045</td>
<td>7.64</td>
<td>-0.35</td>
<td>-1.76</td>
<td>0.30</td>
</tr>
<tr>
<td>July</td>
<td>-0.361</td>
<td>1.24</td>
<td>-0.15</td>
<td>0.15</td>
<td>0.48</td>
</tr>
<tr>
<td>August</td>
<td>0.24</td>
<td>2.63</td>
<td>-0.15</td>
<td>-1.09</td>
<td>0.30</td>
</tr>
<tr>
<td>September</td>
<td>-1.97</td>
<td>7.81</td>
<td>-0.29</td>
<td>-2.34</td>
<td>0.25</td>
</tr>
<tr>
<td>October</td>
<td>0.88</td>
<td>4.66</td>
<td>-0.29</td>
<td>-1.18</td>
<td>0.38</td>
</tr>
<tr>
<td>November</td>
<td>-2.91</td>
<td>9.42</td>
<td>-0.38</td>
<td>-2.23</td>
<td>0.28</td>
</tr>
<tr>
<td>December</td>
<td>0.38</td>
<td>0.446</td>
<td>-0.14</td>
<td>0.74</td>
<td>0.88</td>
</tr>
<tr>
<td>Annual</td>
<td>-2.05</td>
<td>3.24</td>
<td>-0.30</td>
<td>-0.55</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Fig. 11 Evaluation of the proposed model 4 with turbulence intensity data in stable atmosphere conditions (2011-2014).
The analysis of the Figs. 11 and 12 shows that during the months of April, July, August, September and December, models 4 and 5 give a good fit with the data with less error for model 5. The values of the MAE and RMSE range from (0.018; 0.016) obtained in December to (0.09; 0.07) in August. As for the other months, the models do not reproduce all the sequences of the turbulence intensity distribution. Like the models 1 and 2, models 4 and 5 would be well suitable for sites where the intensity of turbulence decreases with wind speed.

In short, only model 3 among the 5 proposed models is more adapted to the study site whatever the time of the year and the wind speed range. To test its reliability according to the atmosphere stability conditions, this model was then simulated during the unstable and stable period of the atmosphere (Figs. 13 and 14).
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Fig. 13 Evaluation of the proposed model 3 with turbulence intensity data under unstable atmosphere conditions. (2011-2014). (Cont.)
Fig. 14  Evaluation of the proposed model 3 with turbulence intensity data under stable atmosphere conditions. (2011-2014).
The model 3 shows a good performance whatever the conditions of stability of the atmosphere. When the atmosphere is stable, wind turbulence estimation errors vary from (0.01; 0.014) in December to (0.09; 0.11) in March. For an unstable atmosphere it is between (0.01; 0.014) obtained in December and (0.08; 0.09) observed in November. For the annual cycle, this model presents a good fit during the unstable and stable atmospheric conditions. Low estimation errors are observed and respectively estimated at (0.037; 0.043), (0.055; 0.415). In view of the errors obtained, we noticed that this model is more adapted in the convective period than when the atmosphere is stable. In considering the performances observed by the different proposed models, we noticed that the ground roughness and the wind shear coefficient (expressed only according to the wind speed) are the parameters of atmospheric dynamics that would most influence the intensity of wind turbulence at 10 m on our site.

### 3.2.2. Comparative study of wind turbulence intensity estimation models

Fig. 15 shows a comparison between the models of wind turbulence intensity estimation taken in the literature with the best proposed model in this study and the data (case of atmosphere without condition). The models taken in the literature were first calibrated with the data by numerical simulation from the *fminsearch* function. After analyzing Figure 15 and Table 8, we noticed that throughout the year, only the proposed model 3 gives better results compared to the other models. The lowest values of RMSE are obtained for this model and vary from 0.0165 to 0.0857. The models taken from the literature and calibrated to our site data underestimated or overestimated the wind turbulence intensity on the range of the observed wind speeds. However, during the period of April, July, August, September and December, the model of Ren *et al.* (2018) gives a good fit with the data. The RMSE is estimated respectively at (0.0617; 0.0532, 0.0719; 0.0804; 0.0186). In July and August, the model of Cheung *et al.* (2016) also gives a good approximation of the wind turbulence intensity. The model estimation errors are evaluated respectively at (0.0692; 0.0722). For annual data, the models taken from the literature underestimate or overestimate the data according to the range of wind speeds. Only the proposed model 3 gives thus a better estimate of the turbulence. The normal model of IEC turbulence has therefore shown its limits whatever the time of the year with high values of the error estimators. It is therefore not indicated for the design of wind turbines on our study site. In short, the results from the comparative study indicate that model 3 proposed in this study is more adapted than the existing models. For its application, only two parameters are necessary. The hypothesis formulated in this study that the average profile of wind shear can be expressed like a function of the wind shear coefficient is therefore verified. It can therefore reasonably represent the high, the average and low levels of turbulence observed at a site. This model can therefore be validly used after calibration on any site. It is therefore recommended for the design of wind turbine blades on our study site and other similar sites. The error estimators (RMSE) between the models and the data are evaluated and presented in Table 7.
Fig. 15. Comparison of wind turbulence intensity models (2011-2014)
Fig. 15. Comparison of wind turbulence intensity models (2011-2014) (Cont.)
3.3. New design class of wind turbines

The wind turbine class is defined by three parameters: the average wind speed at the hub height of the wind turbine, the extreme wind on a period of 50 years and the turbulence (IEC61400-2. (2013)). Three classes of turbulence are defined in a form similar to the normal turbulence model of IEC 61400-3. Model 3 can be rewritten as follows:

$$ I = (H_0 + \tau \varepsilon [\ln(U) - d(U^2)\mu]) I_{ref} $$  \hspace{1cm} (41)

with

$$ H_0 = a_2 \varepsilon_0 + b_2 $$  \hspace{1cm} (42)

The values of $V_{ref}$ have been obtained from the expression of constant extreme wind model. This model is contained in the IEC61400-1 standard. Table 8 presents the new wind turbine design class defines for the coast of Benin in Cotonou. Like the Cotonou site, the new basic parameters for SWT can be determined from the model 3 on the sites which present the same characteristics with Cotonou.

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Root Mean Square Error (RMSE) between models and data at 10 m (2011-2014).</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (m.s(^{-1}))</td>
<td>RMSE (m.s(^{-1}))</td>
</tr>
<tr>
<td>Jan</td>
<td>0.0523</td>
</tr>
<tr>
<td>Feb</td>
<td>0.0433</td>
</tr>
<tr>
<td>Mar</td>
<td>0.0857</td>
</tr>
<tr>
<td>Apr</td>
<td>0.0451</td>
</tr>
<tr>
<td>May</td>
<td>0.0564</td>
</tr>
<tr>
<td>Jun</td>
<td>0.0498</td>
</tr>
<tr>
<td>Jul</td>
<td>0.0296</td>
</tr>
<tr>
<td>Aug</td>
<td>0.0593</td>
</tr>
<tr>
<td>Sep</td>
<td>0.0485</td>
</tr>
<tr>
<td>Oct</td>
<td>0.0415</td>
</tr>
<tr>
<td>Nov</td>
<td>0.0594</td>
</tr>
<tr>
<td>Dec</td>
<td>0.0165</td>
</tr>
<tr>
<td>Ann</td>
<td>0.0488</td>
</tr>
</tbody>
</table>

### Table 8.

<table>
<thead>
<tr>
<th>Class</th>
<th>$I_{ref}$</th>
<th>$V_{ref}$ (m/s)</th>
<th>$\bar{V}$ (m/s)</th>
<th>$H_0$</th>
<th>$\tau$</th>
<th>$D$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.50</td>
<td>32</td>
<td>4.53</td>
<td>6.50</td>
<td>-0.60</td>
<td>-0.55</td>
<td>0.47</td>
</tr>
<tr>
<td>B</td>
<td>0.54</td>
<td>25</td>
<td>4.52</td>
<td>6.70</td>
<td>-0.66</td>
<td>-0.46</td>
<td>0.49</td>
</tr>
<tr>
<td>C</td>
<td>0.53</td>
<td>32</td>
<td>4.54</td>
<td>7.78</td>
<td>-0.54</td>
<td>-0.94</td>
<td>0.38</td>
</tr>
</tbody>
</table>

A : (Atmosphere without condition), B (Atmosphere unstable), C (Atmosphere stable)

4. Conclusions

In this study, wind data recorded at 10 m above the ground on the site of Cotonou Port Authority were used to model the wind turbulence intensity from the turbulent kinetic energy transport equation followed by a numerical simulation based on the fminsearch function. The best model proposed was then compared to the models taken in the bibliography. The limitations of the IEC normal turbulence model and the existing ones have been clarified. Finally, a new wind turbine design class has been proposed for our site. At the outcome of this study, the following conclusions are drawn:

- The turbulence intensity decreases to reach a threshold value ranging from 7 to 13 m/s and increases beyond these values depending on the time of year. This is contrary to the decreasing assumptions of $I_U$ on the entire wind speed range formulated in the normal turbulence model.
- Five models for estimating the wind turbulence intensity were proposed. Alone the model 3, which is a function of roughness and the wind shear coefficient (expressed only according to the wind speed), gives a better performance whatever the time of year. The error estimators range from (0.01; 0.02) in December to (0.06; 0.08) observed in March. The combined action of these two parameters (roughness and wind shear) in the turbulence intensity model is therefore important to represent all the sequences of the $I_U$ distribution.
- The hypothesis formulated in this study that the average profile of wind shear can be expressed like a function of the wind shear coefficient is therefore verified.
A comparative study between the existing models in the literature and model 3 showed that only the proposed model gives a good fit with the data. It is more reliable and is therefore recommended for estimating fatigue loads when designing wind turbines.

Finally a new wind turbine design class has been designed for the site of Cotonou.

This study contributes to a better understanding of the turbulence intensity distribution on our study site. The consideration of these variations is important for the future design of wind turbines, the optimization of wind energy production and the study of aerodynamic loads on wind turbine blades on our study site. An improvement of the parametrization of the models 1, 2, 4 and 5 could be conclusive whatever the site considered, the period of the year and will be the object of our next studies.
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