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Abstract. The flow field in the near wake region (up to six turbine diameters downstream) of a tidal current turbine is strongly driven by the combined 
wake of the device support structure and the rotor. Accurate characterisation of the near-wake region is important, but it is dominated by highly 
turbulent, slow-moving fluid. At present, limited number of researches has been undertaken into the characterisation of the near-wake region for a 
Vertical Axis Tidal Turbine (VATT) device using the Reynolds Averaged Navier Stokes (RANS) model in the shallow water environment of Malaysia. 
This paper presents a comprehensive statistical analysis using the Mean Absolute Error (MEA), Mean Squared Error (MSE) and Root Mean Squared 
Error (RMSE) on the near-wake region for shallow water application by comparing numerical solutions (i.e., different types of RANS turbulence models 
using Ansys Fluent) with published experimental data. Seven RANS turbulence models with a single VATT, represented by using a cylindrical object, 
were employed in the preliminary study. The statistical analysis performed in this study is essential in exploring and giving a detailed understanding 
on the most suitable RANS turbulence model to be improved, specifically on its near-wake region. In this study, the near wake region is defined as D 
≤ 6, where D is the device diameter. The analysis shows that the RANS numerical solutions are unable to accurately replicate the near-wake region 
based on large statistical errors computed. The average RMSE of near-wake region at z/D = [2, 3, 4, 6] are 0.5864, 0.4127, 0.4344 and 0.3577 while 
the average RMSE at far-wake region z/D = [8, 12] are 0.2269 and 0.1590, where z is the distance from the cylindrical object along the length of 
domain. The statistical error values are found to decrease with increasing downstream distance from a cylindrical object. Notably, the standard k–ε 
and realizable k–ε models are the two best turbulent models representing the near-wake region in RANS modelling, yielding the lowest statistical 
errors (RMSE at z/D = [2, 3, 4, 6] are 0.5666, 0.4020, 0.4113 and 0.3455) among the tested parameters.  
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1. Introduction 

Research and development on tidal stream energy in Malaysia 
are still in preliminary stage compared to other renewable 
energy sources because this sector has not received adequate 
attention from the local government (Samo et al., 2020;  Yaakob, 
Yasser, et al., 2013). Since most Research and Development 
(R&D) financing in Malaysia is provided by the government, this 
has slowed down the development of local tidal stream energy 
particularly in the matter of resources, environmental impacts, 
technology commercialisation, human capital, and skills 
development (Cetina-Quiñones et al., 2021; Economic Planning 
Unit, 2015; Mohd Chachuli et al., 2021; Petinrin & Shaaban, 
2015). The official legislators and decision-makers must be 
apprised that the scarce R&D resources should be used properly 
while available. This is to ensure that the renewable energy 
policy goals can be met with the funding allocation and assets 
on hand. At present, Malaysian academic institutions, 
particularly universities, are continuously engaging in marine 
energy research by actively working on establishing research 
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facilities intended for device deployment in the Malaysian 
shallow water environment. Crucially, two issues must be 
addressed before any device can be deployed into the waters (i) 
device potential and ability to harness energy from the slow-
moving flow environment and (ii) technology readiness level for 
most of the devices, which is still in the infancy stage (Behrouzi 
et al., 2014; Elbatran et al., 2016; Hassanzadeh et al., 2018; 
Husain et al., 2019; Kai et al., 2021; Yaakob et al., 2018; Yaakob, 
Suprayogi, et al., 2013). 

Harnessing tidal stream energy in shallow water 
environments is highly dependent on tidal stream velocity and 
water depth for cost-effective power generation. In particular, 
the average tidal stream velocity in the shallow water of 
Malaysia is approximately 1.0 m/s (Ghazvinei et al., 2018; 
Rahman et al., 2019; Salem et al., 2015). This velocity is 
significantly lower than the minimum flow speed required for 
the horizontal axis tidal turbine (HATT), but it is appropriate for 
vertical axis tidal turbine (VATT) deployment (Abdullah et al., 
2021; Bonar et al., 2018; Elbatran et al., 2018; Lafleur et al., 2020). 
Nevertheless, there are areas experiencing high marine current 
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flows which include narrow straits, between islands, around the 
headland, and entrance to lochs, bays, and large harbours where 
the average tidal stream velocity is between 1.0 m/s to 1.5 m/s 
with high potential for tidal stream energy extraction (Bonar et 
al., 2018; Ghazvinei et al., 2018; Lee & Seng, 2009; Lim & Koh, 
2010; Rahman et al., 2019; Salem et al., 2015). Besides, water 
depth at areas experiencing high marine current flows in 
Malaysia is considered shallow, with an average depth of 30.0 
m (Garces et al., 2006; Sakmani et al., 2013). For example, the 
Malacca Strait has a range of water depth between 28.75 m to 
59.53 m along the east coast of the Malaysian Peninsular. The 
strait is wider and deeper in the northern part with an average 
depth of 66.0 m, but it becomes narrower and shallower towards 
the southern part with an average depth of 30.0 m.  

Accurate wake modelling research is a crucial part in 
designing tidal stream turbines before making them 
commercially viable in the market. Both experimental 
laboratory studies and Computational Fluid Dynamics (CFD) 
modelling have led to a better understanding of wake 
characteristics produced by tidal stream devices (Maganga et 
al., 2010; Mason-jones et al., 2012; Myers & Bahaj, 2010; 
Salunkhe et al., 2019; Shen, 2002; Tedds et al., 2014; Vermeer et 
al., 2003). Actuator disc (AD) approach is used as a turbine 
representation in harnessing tidal stream energy in some of the 
earliest experimental and numerical modelling studies. This 
method characterises turbine as a simple disc with identical 
dimensions to the rotor and is also utilised to represent the 
forces exerted on the fluid circulation (Johnson et al., 2014). The 
AD approach has been used in several research publications to 
characterise tidal stream turbines’ framework within a 
formulation of the RANS equations (Abdul Rahman, 2018; 
Batten et al., 2013;  Costa Gomes; et al., 2014). The idea is to use 
a disc with the same shape as the turbine to simulate the forces 
it imparts to the surrounding flow. The RANS equations are 
discretised, and the forces are represented as negative 
momentum source terms in cells representing the rotor 
structure.  

The movement of water circulation at downstream of a tidal 
stream turbine is commonly classified as follows: (1) near-wake 
region (up to 6D),  (2) intermediate-wake region (6D to 10 D); 
and (3) far-wake region (beyond 10D), where D is the rotor 
diameter (Afgan et al., 2013; Clary et al., 2020; Harrison et al., 
2010; Maître et al., 2013; Myers & Bahaj, 2010). To date, 
researchers have focused on the mean streamwise flow and 
turbulence intensity in single planes downstream of the turbine, 
with measurements constrained to a central plane through the 
motor as well as planes parallel to the water circulation. The 
majority of the experimental revisions conducted were mostly 
interested in understanding the flow characteristics at the far-
wake region (Clary et al., 2020; Harrison et al., 2010; Maître et 
al., 2013; Tedds et al., 2014). The near-wake has certain 
boundaries in terms of its accuracy; though the effects of swirl 
were not considered, numerical modelling is one of the available 
approaches for evaluating the implications of the far-wake flow. 
As a result, turbulence closure models that presume turbulent 
isotropy, such as the k-ε, will be unable to describe the near-
wake turbulence field appropriately. 

Earlier numerical modelling research has commonly 
underestimated the near-wake turbulence primarily due to the 
fact of the presumption made, i.e., an isotropic turbulent flow 
field. However, differences in wake characteristics are less 
pronounced with increasing downstream distance showing that, 
for single devices, the ambient flow has a large influence on the 
far wake characteristics while the near wake is dominated by 
device-specific features and aerodynamic/hydrodynamic 
characteristics of the turbine blades. Therefore, this study aims 
to investigate a simulated near-wake turbulence region across 

six varying downstream distances throughout the whole width 
of a channel downstream of a turbine, providing the most 
comprehensive three-dimensional velocities and turbulence 
statistics data set available. In achieving the aim, statistical 
analysis on numerical modelling of the near-wake region using 
various RANS turbulence closure models was carried out to 
investigate the accuracy and precision of the selected models 
with reference to experimental data obtained from literature. 

 
2. Methodology 

The AD momentum theory has been commonly employed in 
wind and tidal turbine simulation (Abdul Rahman, 2018; Batten 
et al., 2013; V M M G Costa Gomes; et al., 2014). Actuator 
cylinder model is similar to the AD model but has different axes 
of orientations for the turbine, as shown in Fig. 1. Both 
methodologies are based on one-dimensional assumption, 
suggesting that the difference in velocity as well as pressure 
across the surface of a rotor is constant. In both approaches, the 
turbines are assumed to be solid objects (disc and cylinder) as 
constant sink of momentum. These approaches are extended by 
the RANS AD approach, which takes into account three 
dimensions (considering x-y-z planes of axis), turbulence, and 
user-specified boundary conditions. However, this study 
employed a hypothetical “actuator” cylinder, where instead of 
calculating the negative momentum source term, physical 
objects in the form of a cylinder and disc were used to represent 
the turbines. 

2.1 Hypothetical Cylindrical Approach 

The term "actuator cylinder" refers to a cylindrical object that 
provides a continuous resistance to the incoming flow. The 
RANS hypothetical cylindrical approach was used to resolve the 
three-dimensional components of turbulence.  The Reynolds-
averaged equations of mass conservation is described in 
Equation (1) while momentum conservation is presented in 
Equation (2). 

Mass conservation 

𝜕𝜕𝑈𝑈𝑖𝑖
𝜕𝜕𝜕𝜕𝑖𝑖

= 0 
(1) 

 

Momentum conservation 
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�−𝜌𝜌𝑢𝑢𝚤𝚤′𝑢𝑢𝚥𝚥′������� + 𝜌𝜌𝑔𝑔𝑖𝑖 + 𝑆𝑆𝑖𝑖  

(2) 

 

where 𝑈𝑈𝑖𝑖 (𝑖𝑖 = u, v, w) is the velocity of water averaged over time 
t, 𝜕𝜕𝑖𝑖 (𝑖𝑖 = x, y, z) is the distance, 𝜌𝜌 is the density of water, P is 
mean pressure, 𝜇𝜇  is viscosity, −𝜌𝜌𝑢𝑢𝚤𝚤′𝑢𝑢𝚥𝚥′������ is the Reynolds stress 
which must be resolved with a turbulence model, 𝑢𝑢′ is an 
instantaneous velocity fluctuation over time dt from the mean 
velocity, 𝑔𝑔𝑖𝑖 is the component of gravitational acceleration and 
𝑆𝑆𝑖𝑖 is an added source term to the 𝑖𝑖 = x, y or z momentum 
equation. 

2.2 Numerical Modelling 

Numerical simulation was carried out using Ansys Fluent which 
solved Equations (1) and (2). This is predominantly due to its 
capability to offer a variety of numerical algorithms for 
simulating fluid dynamics problems (Batten et al., 2013; Johnson 
et al., 2014; Lavaroni et al., 2014; Ren et al., 2019; Salunkhe et al., 
2019). 
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(a) Hypothetical  

Cylindrical Approach 
(b) Hypothetical  
Disk Approach 

Fig. 1 Distinct axes orientation for modelling tidal stream devices: 
(a)Cylindrical shape to represent VATT 

In this research, Ansys Fluent was utilized to solve the 
governing equation with two different solvers, that is pressured-
based and density-based solvers. Ansys Fluent pressured-based 
solver has segregated and coupled algorithms. The pressure-
based solver had been used to conduct stable 
numerical computations of RANS turbulence models. The 
Pressure-Implicit with Splitting of Operators (PISO) approach 
was used to conduct pressure-velocity coupling. A second-order 
implicit (three-point backward difference) approach was used to 
discretize unsteady terms. The convective components in the 

momentum equations were discretized using a second order 
upwind technique for Unsteady Reynolds Averaged Navier 
Stokes (URANS) and the second-order bounded central 
difference technique for improved delayed detached eddy 
simulation (IDDES) and monotonically integrated LES (MILES). 

2.2.1 Turbulence Models 

Tidal flow simulation for the shallow water environment of 
Malaysia was conducted using Ansys Fluent for a few selected 
RANS models that are commonly used in the Ansys software 
package as evidenced from previously published literature 
(Blackmore et al., 2011; Clary et al., 2020; Ding et al., 2020; Jump 
et al., 2020; Salunkhe et al., 2019; Shur et al., 2008; Tedds et al., 
2014; Vinod et al., 2021). Table 1 lists the selected RANS models 
along with their detailed descriptions.  Since this numerical 
study was carried out for the Malaysian shallow water 
environment, averaged tidal stream velocity of 1.0 m/s 
(Ghazvinei et al., 2018; Rahman et al., 2019; Salem et al., 2015) 
and averaged water depth of 30.0 m (Garces et al., 2006; 
Sakmani et al., 2013; Yaakob et al., 2006) were set as controlled 
parameters based on available literature. 

 

Table 1 
Selected RANS turbulence models used in this study with detailed descriptions and their respective characteristics 

Turbulence Models Descriptions / Characteristics 

Spalart-Allmaras i. A single transport equation model that solves directly for an altered turbulent viscosity. This model is utilised in 
applications requiring wall-bounded flows on a fine near-wall mesh. Fluent’s implementation supports the use of 
low degree order of meshes (coarser refinement). The option to integrate the strain rate in the production term 
enhances the estimation of vortical flows. 

ii. Cost-effective in regard to computational requirement and processing time for big meshes. Ideal for slightly 
complicated (quasi-2D) external/internal flows and pressure-induced boundary layer flows. 

Standard k–ε i. This is a benchmark for two-transport-equation model which solve the k and ε components. This is the default for 
k–ε model. Coefficients are obtained empirically but are only relevant for completely turbulent flows. 

ii. It is a robust model. Although the model is having obvious restriction, but it is widely utilised in numerical 
simulation.  It faces significant challenges in complicated fluid circulation that requires a high-pressure gradient, a 
separation, and a severe streamline curvature. It is ideal for preliminary iteration, alternative design screening and 
parametric investigations. 

RNG k–ε i. It is a divergent of the conventional k–ε model where the mathematical equation and its variables are analytically 
derived. Substantial adjustments to the ε equation increase the model's capacity to simulate extremely strained 
flows. It is an alternative assist in the prediction of whirling and low Reynolds number fluid circulation. 

ii. It provides most of the features and advantages as well as uses offered in Realizable. This model is more difficult 
to converge than Realizable 

Realizable k–ε i. It is another variation of the standard k–ε model. Its “realizability” originates from improvements which permit 
specific mathematical restrictions to be satisfied, thereby enhancing the effectiveness of the algorithm. 

ii. It is ideal for complicated shear flows which involves sudden strain, considerable mild swirl, vortices, and regionally 
transitional fluid flows 

Standard k–ω i. It is a two-transport-equation model (i.e., the specific dissipation rate (ε / k) of this model is developed based on 
Wilcox (1998) that provides a solution for k and ω components. This is the default k–ω model. It performs better 
than k– models for wall-bounded and low Reynolds number flows. This model has taken into account for low 
Reynolds number effects, free shear, and compressible flows. 

ii. This model is ideal for complicated boundary layer flows with an unfavourable pressure gradient and separation. 
Separation is expected to be extensive and premature. 

SST k–ω i. This is another divergent of the standard k–ω model mentioned above. Utilising a blending function, this model 
combines the original Wilcox model for application of near walls and the standard k–ε model away from walls. 
Additionally, it restricts turbulent viscosity to ensure that τT ~ k is maintained. 

ii. This model provides comparable advantages as delivered by standard k–ω model. Unlike its baseline model, SST 
k–ω is not excessively responsive to inlet boundary conditions. It predicts flow separation better than others 
accurately and precisely. 

RSM i. Reynolds stress equation model is directly addressed using transport equations, removing the isotropic viscosity 
hypothesis that is used in other models. It is utilised for extremely whirling flows. The quadratic pressure-strain 
alternative enhances the effectiveness for many fundamental shear flows application. 

ii. It is the most fundamental prospect of RANS model. The presumption of isotropic eddy viscosity is eliminated. It 
takes more time to solve the numerical simulation. Thus, it is more difficult to converge in simulation because of 
the strong connection of equations. It is ideal for complicated three-dimensional flows with high streamline 
curvature and vortices. 

Source: ANSYS (2014), Hassanli (2019), Matus (2016) 
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Table 2 
Input parameters for numerical modelling 

Input Parameters Value / Dimension 

Diameter of Cylinder, D 5.0 m 

Height of Cylinder, H 5.0 m 

Blockage ratio 0.0191 

Depth of domain, y 34.0 m 

Width of Domain, x 34.0 m 

Length of Domain, z 250.0 m 

Position of Cylinder 62.5 m 

 

2.2.2 Model dimension / simulation condition 

The simulations were performed using a hypothetical cylindrical 
approach which is similar to the AD model, which has the most 
extensive empirical data that is accessible. This study is 
primarily focused on the comparison of various types of RANS 
Turbulence Models against the experimental conditions 
reported by (Clary et al., 2020; Maître et al., 2013) using 
statistical analysis by evaluating the Mean Absolute Error 
(MEA), Mean Square Error (MSE) and Root Mean Square Error 
(RMSE). This will be further discussed in Sections 2.5 and 2.6. 

The methodology in setting up the hypothetical cylindrical 
approach to be used in numerical simulation was based on 
previous literature (Harrison et al. 2010; Garces et al. 2006; 
Sakmani et al. 2013; Abdul Rahman 2018; Yaakob, Rashid, and 
Mukti 2006) as shown in Table 2. Therefore, as demonstrated in 
Table 2, the model domain was defined as a 62.5 m long inflow 
zone, with the 5.0 m diameter cylinder turbine located at the 
centre of a 30.0 m water column and a 187.5 m outflow. The 
flow was presumed to be at steady state and symmetrical, and 
a symmetry plane was employed to cut through the centre of 
the flume and disc, reducing the calculation time in half. 

2.2.3 Domain and grids 

The domain of the models comprised of two blocks in all 
simulations: a hexahedron outer block and a cylindrical blade 
assembly block, with the cylindrical disc positioned at the origin 
(x = 0, y = 0, and z = 0), as illustrated in Fig. 2 and Fig. 3. The 
outer domain encompassed x = [-3.4D, 3.4D], y = [-3D, 3D], and 
z = [-13.5D, 36.5D]. The cylindrical disc domain was 1D in 
diameter and extended from y = [-0.5D, 0.5D]. Unstructured, 
hybrid (mixed element) meshes were used in the simulations, 
with disc surfaces discretized using triangular or quadrilateral 
elements extruded normal to the wall to obtain eight layers of 
prismatic cells in the boundary layer, as shown in Section 2.2.4. 
Mixed-element unstructured cells were used away from the 
boundary layer. 

2.2.4 Mesh independence study 

The unstructured hexa-mesh was developed for each 
turbulence models using Ansys Fluent with 5 distinct element 
sizes for the domain as shown in Table 3. Additionally, mesh 
refinement was applied at the faces and edges of the cylindrical 
object (i.e., the VATT) as also shown in Table 3. The solutions 
used and shown in this paper were calculated based on the 
finest mesh. On all meshes parameters were within the limits 
proposed in the Ansys Fluent manual to reduce discretisation 
inaccuracies (Salunkhe et al., 2019). 
 

 
(a) Front view from inlet 

 

 
(b) Channel side view of domain 

Fig. 2 Schematic diagram of cylinder and domain used in this project 
(front and side views) 

 

 
(a) z-y plane view 

 
(b) z-x plane 

 
(c) x-y plane 

Fig. 3 Schematic diagram of cylinder and domain used in this project 
(z-y, z-x and x-y plane views)  

 

Table 3 
Parameter specification for boundary condition 

Type 
(refinement) 

Element 
Element 
size (m) 

Nodes 
No. of 

elements 
1 (very coarse) Domain 

Faces 
Edges 

2.00 
1.00 
1.00 

51,513 282,354 

2 (coarse) Domain 
Faces 
Edges 

1.75 
0.80 
0.80 

74,115 411,892 

3 (medium) Domain 
Faces 
Edges 

1.50 
0.60 
0.60 

114,146 636,727 

4 (fine) Domain 
Faces 
Edges 

1.25 
0.40 
0.40 

187,969 1,060,698 

5 (very fine) Domain 
Faces 
Edges 

1.00 
0.20 
0.20 

361,359 2,048,678 
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Based on Table 3, it is shown that reducing the element size of 
domain, faces and edges (from very coarse to very fine 
refinement) would increase the number of nodes and elements 
in the numerical simulation. This in turn would increase the 
quality and accuracy of the solutions of the numerical study. 
However, generating a high quality of mesh influences the 
required time for the simulations to conclude. It has been 
recorded that higher order of mesh generation takes the longest 
time for the meshing process, i.e., the process in which the 
continuous geometric space of domain, faces and edges is 
broken down into smaller shapes to properly define the physical 
shape of the domain, faces and edges, followed by medium and 
coarse mesh. 

The time taken for the mesh generation to complete were 
10 minutes for very fine mesh, 8 minutes for fine mesh, 6 
minutes for medium mesh, 4 minutes for coarse mesh and 3 
minutes for very coarse mesh. Besides, the time needed to solve 
the numerical simulation after setting up the boundary 
conditions in ANSYS Fluent is highly influenced by the quality 
and accuracy of the meshing. Consequently, it was concluded 
that detailed mesh generation took the longest time to solve the 
numerical solution (i.e., 41 minutes), followed by fine, medium, 
coarse and very coarse mesh (i.e., 25 minutes, 14 minutes, 10 
minutes and 7 minutes respectively). 

Velocity profiles for the grid-independent study at 12D 
downstream from cylindrical object are illustrated in  
Fig.4 (a), where the five distinct meshing refinements (as 
highlighted in Table 3) seems to display a similar velocity 
pattern against the experimental data. Though there are small 
deviations between the five refinement parameters, which is 
expected considering the variation in the number of elements 
between them, general profile behaviour indicates that the 
chosen grid refinements options are suitable to be employed for 
this study. 

 

 
(a) Velocity profile at 12D Downstream for various grid refinement 

sizes 

 
(b) Velocity profile at 12D downstream at different meshing refinement 

Fig. 4 Velocity profile at 12 downstream at (a) various grid refinement 
size and (b) different meshing refinement 

Nevertheless, further analysis on the conducted refinement 
reveals different perspectives in the selection of meshing 
refinement, as shown in Fig. 4 (b). The analysis shows that 
variations of meshing refinement from very coarse to very fine 
have significant impacts on the maximum velocity generated in 
numerical simulation, thus affecting velocity profile at different 
downstream regions. Therefore, Type 5 (i.e., very fine) meshing 
refinement was selected to be the ideal element size of the 
overall domain. This mesh size would generate the best result 
with considerable time for numerical calculation and analysis 
compared to finer mesh. Correspondingly, detailed 
characteristics of mesh generated from the five types of 
meshing refinement are depicted in Table 4 to Table 8. From 
these tables, the influence of mesh element sizes in creating an 
accurate representation of the device can be clearly observed, 
where smooth elements transition from the domain, faces and 
edges are apparent on the model utilising very fine grid sizing 
(Type 5). 

2.2.5 Boundary conditions 

A Neumann boundary condition was employed for the pressure 
at the inflow while the Dirichlet boundary condition was utilised 
for the velocity. The free surface was neglected, and the top 
boundary was defined by a zero-gradient slip boundary 
condition. The inflow, outflow, and top wall plane were 
established as the boundary conditions with the specifications 
listed in Table 9 and these were subjected to the non-slip 
condition. At the outflow, a fixed pressure boundary condition 
was applied. For the cylindrical disc, as well as the bottom and 
side borders, a wall-function boundary condition was adopted. 

2.3 Scaling Issues 

The comparison data used in this work were for a downsized 
setting that was constrained by the laboratory equipment’s 
geometry. Measurements were taken behind a 0.175 m 
diameter VATT (reduced-scaled Darrieus turbine) in 0.7 m of 
water at a uniform inlet flow rate of approximately 2.3 m/s. 

Froude numbers in the range of 0.1–0.2 are acceptable for 
full-scale channels, while numbers below 0.5 are typically 
assured steady flows when there are no obstructions in the 
surrounding water. Critical flow conditions may arise at Froude 
numbers approaching one, resulting in standing waves 
(hydraulic leaps) and transient surface effects. Because these 
interactions are relatively uncommon at full-scale, Froude 
similarity is preserved such that the free surface at model scale 
changes shape in the same way as the full-scale system. 

Preserving Froude similarity frequently results in 
substantially lower Reynolds values in the model. This is widely 
acknowledged, presuming the open flow regime is within the 
turbulent range, which would be the case for the scales 
employed in this study. 

The magnitude of thrust exerted by the turbine on the 
stream is the fundamental factor for evaluating the far-wake 
whenever scaling the turbine (Yang et al., 2021). As a result, the 
non-dimensional thrust components (Wang & Liu, 2021) 
remains constant in both numerical models and full-scale 
situations. 
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Table 4 
Parameter specification for boundary condition (Type 1 – very coarse 
grid) 
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Table 5 
Parameter specification for boundary condition (Type 2 – coarse grid)  
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Table 6 
Parameter specification for boundary condition (Type 3 – medium grid)  

Type Element Mesh Generation 
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Table 7 
Parameter specification for boundary condition (Type 4 –fine grid)  

Type Element Mesh Generation 
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Table 8 
Parameter specification for boundary condition (Type 5 – very fine grid)  

Type Element Mesh Generation 
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Edges 

 
 

Table 9 
Parameter specification for boundary condition 

Type Parameter  Specification 

Fluid Medium : Seawater 

 Temperature : 27°C 

 Density : 1023 kg/m3 

 Dynamic viscosity : 0.00092 kg/ms 

Inlet Inflow velocity : 1.0 m/s 

 Method : Intensity & 
hydraulic diameter 

 Hydraulic diameter : 0.1 m 

 Turbulence intensity : 5% 

Outlet Method : Intensity & 
hydraulic diameter 

 Hydraulic diameter : 0.1 m 

Top Wall 
Solution 

Shear condition : Specified shear 

 Method : SIMPLE scheme 

 Turbulent KE : 2nd order upwind 

 Turbulent dissipation 
rate 

: 2nd order upwind 

 

2.4 Limitations of Cylindrical Object 

The effectiveness of the cylindrical object to represent Vertical 
Axis Tidal Turbine (VATT) is restricted by a few constraints. 
Most of these constraints are associated with hydrodynamic 
effects in the near-wake region which diminish 6D further 
downstream – i.e., having minimal effect on the flow further 
downstream (Yaakob, Yasser, et al., 2013). There are several 
circumstances in which research on the near-wake region is 
unlikely to be of major interest, such as, (i) designing and 
simulating tidal farms; (ii) investigating free surface effects or 
(iii) examining environmental implications. Since wind turbines 
do not tend to be positioned closer than 7D apart (in general 

wind turbine farm configuration), this is to be the same for the 
tidal farm (Yaakob, Yasser, et al., 2013). Thus, despite its 
drawbacks, the use of cylindrical objects can still be usefully 
applied. The limitations of this approach are highlighted in Table 
10. 

2.5 Experimental Data 

The validation process of the numerical simulation results was 
performed by comparing the experimental result published by 
(Clary et al., 2020). In their, Particle Image Velocimetry (PIV) 
quantification was carried out in multiple horizontal planes of 
varying elevations in the experimental hydrodynamic tunnel 
downstream of the rotor at the Laboratoire des Ecoulements 
Géophysiques & Industriels (LEGI). The test section had a 
rectangular form (length x width x height = 1000 x 700 x 250 
mm), as shown in Fig. 5. 

The rotor employed in the previous experiment conducted 
by both Clary et al. and Maître et al. (2013) was a three-bladed 
reduced-scale Darrieus turbine. Fig. 5 illustrates its features. It 
had a D = 175 mm diameter and a H = 175 mm height. The 
blades had NACA0018 profiles with a camber that followed a 
175 mm rotating circle. It had a chord value of c = 32 mm, 
resulting in a solidity of 2nc/D = 1.1. The origin of all 
coordinates in this work is the intersection of the rotation axis 
and the mid-height plane of the turbine. The x-axis was along 
the inlet flow direction, z, was the vertical axis and y, the 
transverse axis. 

The complete setup used in this experiment can be 
illustrated in Fig. 6. A convergent (label no 7) was placed 
upstream of the test section, including a Pitôt probe (label no 8) 
to measure the average velocity. In the test section, the velocity 
ranges from 1 to 2.8 m/s. The inferior and the two lateral walls 
were made from altuglass to allow flow visualizations. The 
superior wall (label no 9) was made from aluminum in order to 
support the experimental apparatus. The measurement platform 
(label no 10) was mounted on the top of the test section by 
means of four rigid cylindrical supports (label no 11). 

Table 10 
Limitations of cylindrical object in comparison to full turbine model to 
harness tidal stream energy  

No. Limitations 

1 Energy extraction is incompatible for both scenarios – i.e., 
AD and hypothetical cylindrical object. The numerical 
simulation computationally removes the momentum, 
leading to a lower downstream velocity. However, cylinder 
object in the experiment extracts from water circulation by 
transforming momentum of streamwise into small-scale 
turbulent structures, that disintegrate immediately behind 
the rotor; 

2 The blades of a revolving rotor generate tip vortices. These 
vortices will not be generated in experiment or model; 

3 Unlike revolving blades, the cylinder object does not 
revolve and hence does not generate any swirl into the 
stream. The hypothetical cylindrical method assumes that, 
further than the near-wake region, the stream will have a 
similar structure to that of a rotor (i.e., most swirl elements 
dispersed together with the disc induced turbulence). The 
downstream limit of the near-wake is described as the point 
where the shear layer (which forms between the wake's 
border and the free stream flow) approaches the wake 
centre-line; and 

4 The hypothetical cylindrical technique does not take into 
consideration of transient flow characteristics. It contains 
data on mean flow characteristics and isotropic turbulence. 
As a result, the model may be used to better understand the 
fundamental properties of the flow behind the turbine. 

Source: Harrison et al. (2010); Clary et al. (2020) 
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(a) Side view of experimental setup 

 

 
 

(b) Top view of experimental setup 

Fig. 5 Schematic diagram of experimental setup used as a reference, (a) 
side and (b) top views (Maître et al., 2013) 

 
 

 
(a) Isometric view of testing facility 

 

 
 

(b) Side view of testing equipment 
 

Fig. 6 Complete experimental setup used to measure the velocity profile 
at different downstream (Clary et al., 2020; Maître et al., 2013) 

 

The torque was measured via a frameless permanent 
magnet servomotor kit (label no 15) mounted above the 
platform. It includes an electrical synchronous generator (label 
no 14) used to drive the turbine at the desired rotational speed: 
A proportional-integral regulation was used to impose a 
constant rotation speed by controlling the electric current and 
consequently the instantaneous torque applied on the turbine. 
The PI parameters were chosen to avoid high pick torques that 
could damage the structure of the turbine, particularly at the hub 
blade attachments. 

Consequently, the rotational speed fluctuates slightly 
around the imposed value. The angular position and the 
rotational speed were given by the resolver (label no 13). The 
rotating shaft (label no 3) were placed from the mid-height test 
section, and through the electrical generator rotor and slightly 
exceeded the servomotor kit. The blades (label no 2) were 
attached to the hub (label no 16) via horizontal arms. The shaft 
was prolonged below the hub using a polymer material (label no 
4) to realize the symmetry plane at the turbine centre. The shaft 
was guided by a pair of ball bearings (label no 5), between the 
superior wall (label no 9) and the platform (label no 10) and by 
another ball bearing (label no 6), between the generator and the 
resolver housings. A lip type sealing system (label no 12), 
between the turbine rotating shaft and the superior wall, were 
used to prevent water leakage. 

2.6 Statistical Analysis 

Since the number of numerical data points obtained from the 
model is much larger than the experimental data points, a 
trendline was applied to the velocity profile of the experimental 
curve. Fig. 7 provides an overview of the generated polynomial 
trendline on the velocity profile at 2D downstream of the 
cylindrical object. Firstly, the polynomial trendline option was 
imposed on the extracted experimental data. Then, the 
polynomial order was set to the highest value (n = 6) to ensure 
the resulted R-squared (R2) value approaches 1, where R2 = 1 
indicates a perfect fit. The equation of the polynomial trendline 
was then used to plot a new curve using each data set from the 
employed RANS turbulence models. 

The difference between predicted (data set of new 
experimental curve from the generated polynomial trendline) 
and observed (data set from the simulation using various RANS 
turbulence models) values can be evaluated using Mean 
Absolute Error (MEA), Mean Squared Error (MSE) and Root 
Mean Squared Error (RMSE), where the smallest value among 
models being evaluated indicates the best model performance. 
The MEA, MSE, and RMSE can be computed as follows: 

 

 
Fig. 7 Imposed trendline on the velocity profile at 2D downstream of 
cylindrical object 
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𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 − 𝑌𝑌�𝑖𝑖�𝑛𝑛
𝑖𝑖=1 , (3) 

 

𝑀𝑀𝑆𝑆𝑀𝑀 = 1
𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 − 𝑌𝑌�𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1 , (4) 

 

𝑅𝑅𝑀𝑀𝑆𝑆𝑀𝑀 = �1
𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 − 𝑌𝑌�𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1 , 

(5) 

 
where 𝑌𝑌� is mean observed data, 𝑛𝑛 is number of data points, 𝑌𝑌𝑖𝑖 is 
observed values and 𝑌𝑌�𝑖𝑖 is predicted values. 
 
 
3. Results and Discussion 

All downstream flow velocities measurements for both 
numerical modelling and experimental study by SEGI (Clary et 
al., 2020; Maître et al., 2013) were compared at z/D = [2, 3, 4, 6, 
8, 12], i.e., z is the distance from the cylindrical object along the 
length of the domain and D is the diameter of cylindrical object. 
Note that 2D, 3D etc here refer to the downstream distance from 
the cylindrical object. For example, 2D corresponds to 2×5m = 
10m behind the cylinder. Where velocities are compared 
between numerical and experimental methods, the velocities 

are normalised by averaging the inflow velocity for  
0.0 ≤ y/D ≤ 3.0: 1.0 m/s for both approaches where y is the 
distance from the cylindrical object along with the depth of 
domain. The chosen flow velocity was a compromise between 
Malaysia’s average tidal stream velocity and the average 
minimum cut-in speed for tidal stream devices to generate 
electricity. Numerical simulation results in terms of the 
generated contour plots of the fluid flow interaction for 
cylindrical object in different type of turbulence models are 
shown in Fig. 8 while the extracted experimental data for each 
downstream distances (i.e. z/D) are illustrated in Fig. 9. 

Numerical data points from each RANS turbulence models 
were extracted from Ansys Fluent across  
0.0 ≤ y/D ≤ 3.0 at z/D = [2, 3, 4, 6, 8, 12] behind the cylindrical 
object. These set of data points were then compared with the 
extracted experimental data as shown in Fig. 9. The comparison 
of velocity profiles between published experimental data and 
this numerical study are illustrated in Fig. 10. From Fig. 10, it 
can be observed that the plotted data from various turbulence 
models generally exhibits a similar velocity profile as the 
experimental data across the extracted positions. Nonetheless, 
large centreline velocity deviations are apparent in the near 
wake, which is expected and will be discussed in the following 
section. 

 
 
 

 
(a) Spalart-Allmaras  

(b) Standard k-e 

 
(c) RNG k-e 

 
(d) Realisable k-e 

 
(e) Standard k-w 

 
(f) SST k-w 

 
(g) Reynolds Stress Model (RSM) 

 

 

 

Fig. 8 Numerical simulation results of the fluid-structure interaction 
for cylindrical object for various types of RANS turbulence models 
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Fig. 9 Extracted velocity profile data from published study by Clary et 
al. (2020) at various downstream positions z/d of cylindrical object 

 
 

 
 

Fig. 10 Comparison of velocity profiles (experimental and simulated 
models) across y/D (depth) at various downstream positions behind the 
cylindrical object 

 

3.1 Immediate Vicinity Behind Cylinder 

The velocity profile in the vicinity behind cylindrical object for 
different types of turbulence models used in the numerical 
simulation are plotted and displayed in Fig. 11. Velocities 
change downstream of the inlet due to the fact that the 
boundary layer has formed. This leads to significantly reduced 
streamwise velocities at y/D < 0.5, marginally greater 
streamwise velocities at 0.5 < y/D < 1.0 and moderately 
decreased streamwise velocities at  
y/D > 2.0. However, the velocities at 1.0 < y/D < 2.0 are 
significantly reduced when coming closer to the centreline and 
they are slightly reaching zero values. This is predominantly 
because of the presence of VATT at the centre y/D = 1.5 and 
dispersion of turbulent kinetic energy at downstream of a 
source, as stated in (ANSYS, 2011; ANSYS CFX-Solver, 2006; 
Harrison et al., 2010). 

A velocity dip at the free surface is not represented. 
Stream velocity is predicted to reduce as it approaches the free 
surface. Secondary currents create this velocity dip phenomena, 
which is restricted to small channels (breadth less than five 
times depth) (Harrison et al., 2010; Ng et al., 2021). These 
phenomena are apparent in the scientific (i.e., experimental) 
results albeit not applicable in the numerical simulation. This is 
owing to the constraints of the RANS approach in simulating 
secondary currents. 

 

 
(a) 0D downstream for RANS turbulence models 

 

 
(b) 0.5D downstream for RANS turbulence models 

 

 
(c) 1D downstream for RANS turbulence models 

 

Fig. 11 Comparison of velocity profiles between numerical and 
experimental data at 0D, 0.5D, and 1D downstream of cylindrical object 

 
The downstream wake development is also influenced by 

the inlet settings. These disagreements are expected to have 
implications on the downstream wake distribution in two 
behaviours. Firstly, the rate of recovery is reliant on the ambient 
turbulence intensity, therefore if the simulated turbulence 
intensity is smaller, the wake may recover more slowly 
(Harrison et al., 2010; Myers & Bahaj, 2010). Secondly, 
acceleration of streamwise flows above the turbine is 
anticipated due to the obstruction effects, although these 
obstruction effects will be alleviated to a certain point by the 
existence of the free surface. For examples, the vorticity in the 
near-wake region of Spalart-Allmaras is governing by strain rate 
while the standard k-ε accounts for the anisotropy of the 
dissipation and the reduced mixing length due to the high strain 
rates present in the near-wake region. Because the free-surface 
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velocity effects are simulated differently than the experiments, 
it is expected that velocities in the upper half of the surrounding 
water will be greater in the wake zone than recorded. 

3.2 Near-Wake Region 

The downstream threshold of the near-wake region, as 
explained in Section 2.4, is the point where the wake edge shear 
layers combine at the wake centre-line, which commonly takes 
place at a region ranging between 2D and 6D downstream 
distance from the cylindrical object. The flow characteristics of 
cylindrical object dominate the near-wake: low pressure, 
stagnation and cylinder-induced turbulence. Because of the 
reasons stated in Section 2.4, substantial near wake agreement 
is not anticipated. However, a good understanding of the near-
wake region is crucial because it produces the preliminary 
parameters for the far-wake turbulence. The velocities at the 
near-wake region for different types of turbulence models used 
in numerical simulation and experiment can be illustrated in Fig. 
12. 

Fig. 12 illustrates velocity profiles at 2D, 3D, 4D and 6D 
downstream distance from the cylindrical object along the 
centre-line. For all cases of downstream distances, region with 
the greatest velocity gradients (i.e., both below and above the 
centre-line) is the moment of shear layers occurrence at the 
wake edge. As the wake interacts with the free moving fluids, 
strong turbulence intensities are detected in this shear layer. As 
the resistance of cylindrical object (rotor) rises, increasing 
number of streamwise flow disperses around the rotor instead 
of going through it. As it advances towards the edges of 
cylindrical object, this transverse flow loses energy due to fluid 
viscosity. Concurrently, the velocity of water circulation which 
travels through the cylindrical object will decrease, and the 
dynamic pressure behind the cylinder will also be reduced and 
the flow becomes progressively stagnant. 

The cylindrical object in numerical simulation is not a source 
of turbulence induced at downstream region, as mentioned in 
limiting factor 1 of Section 2.4. However, cylindrical object in 
the experiment accomplishes stream-wise momentum 
extraction by converting it to small-scale turbulence. It is stated 
in Section 2.4 that cylinder-induced turbulence will primarily 
disperse within the near-wake region. It is hypothesised that the 
cylinder-induced turbulence in the experiment entrains energy, 
driving the wake edge shear layer to grow more quickly and 
resulting in a shorter near wake area. Furthermore, in the model, 
the resistance coefficient imposed to the cylindrical item is 
isotropic; however, the resistance of a porous cylindrical object 
may not be isotropic, resulting in differing near-wake 
characteristics. 

The difference between predicted and observed values were 
computed using Mean Absolute Error (MEA), Mean Square 
Error (MSE) and Root Mean Square Error (RMSE) where the 
statistical values are illustrated in Table 11. Table 11 
demonstrates that the statistical error of the velocity profile 
decreases as it gets further away from the cylindrical object in 
the near-wake region. Based on Table 11, the spike of each 
RANS turbulence models is moving towards the centre with 
increasing downstream distance from 2D to 6D. The statistical 
error values are also decreasing in this trend. 

At 2D downstream, the Standard k–ε model has the lowest 
MEA, MSE and RMSE values (0.4509, 0.3211 and 0.5666), while 
Realisable k–ε model have the lowest statistical errors at 3D 
downstream (0.3384, 0.1616 and 0.4020). At the same 3D 
downstream, Standard k–ε model exhibits the second lowest 
MEA, MSE and RMSE values (0.3424, 0.1621 and 0.4026), which 
is closer to the Realisable k–ε model. Increasing downstream 
distance to 4D, Realisable k–ε model still can accurately predict 

the velocity profile of cylindrical objects (with errors of MEA = 
0.2928, MSE = 0.1691 and RMSE = 0.4113) compared to six (6) 
other RANS turbulence models. 

 
 
 

 
(a) 2D downstream for RANS turbulence models 

 

 
(b) 3D downstream for RANS turbulence models 

 

 
(c) 4D downstream for RANS turbulence models 

 

 
(d) 6D downstream for RANS turbulence models 

 

Fig. 12 Comparison of normalised velocities between numerical and 
experimental data at 2D, 3D, 4D and 6D downstream of cylindrical 
object 
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Table 11  
Computed errors for 2D, 3D, 4D and 6D downstream for each RANS 
turbulence models 

2D DOWNSTREAM 

Turbulence Models 
Errors 

MEA MSE RMSE 

Spalart-Allmaras 0.4591 0.3344 0.5783 

Standard k–ε 0.4509 0.3211 0.5666 

RNG k–ε 0.4717 0.3617 0.6014 

Realizable k–ε 0.4524 0.3381 0.5815 

Standard k–ω 0.4646 0.3505 0.5921 

SST k–ω 0.4613 0.3366 0.5802 

RSM 0.4624 0.3493 0.5911 

3D DOWNSTREAM 

Turbulence Models 
Errors 

MEA MSE RMSE 

Spalart-Allmaras 0.3494 0.1694 0.4116 

Standard k–ε 0.3424 0.1621 0.4026 

RNG k–ε 0.3599 0.1806 0.4249 

Realizable k–ε 0.3384 0.1616 0.4020 

Standard k–ω 0.3515 0.1714 0.4140 

SST k–ω 0.3492 0.1700 0.4123 

RSM 0.3508 0.1720 0.4147 

4D DOWNSTREAM 

Turbulence Models 
Errors 

MEA MSE RMSE 

Spalart-Allmaras 0.3223 0.2027 0.4502 

Standard k–ε 0.3154 0.1983 0.4454 

RNG k–ε 0.3175 0.1822 0.4269 

Realizable k–ε 0.2928 0.1691 0.4113 

Standard k–ω 0.3056 0.1742 0.4173 

SST k–ω 0.3338 0.2037 0.4513 

RSM 0.3053 0.1756 0.4191 

6D DOWNSTREAM 

Turbulence Models 
Errors 

MEA MSE RMSE 

Spalart-Allmaras 0.2549 0.1236 0.3516 

Standard k–ε 0.2441 0.1194 0.3455 

RNG k–ε 0.2595 0.1313 0.3624 

Realizable k–ε 0.2448 0.1264 0.3555 

Standard k–ω 0.2503 0.1281 0.3580 

SST k–ω 0.2552 0.1217 0.3489 

RSM 0.2532 0.1304 0.3612 
 
However, there are three models that able to accurately forecast 
the near-wake turbulences at 6D downstream. These models 
are Spalart-Allmaras (with errors of MEA = 0.2549, MSE = 
0.1236 and RMSE = 0.3516), Standard k–ε (with errors of MEA 
= 0.2441, MSE = 0.1194 and RMSE = 0.3455) and SST k–ω (with 
errors of MEA = 0.2552, MSE = 0.1217 and RMSE = 0.3489). 
Thus, Standard k–ε is the most suitable model to be used for 
numerical simulation of cylindrical object at near-wake region 
due to its low statistical errors. 

3.3 Far-Wake Region 

Both simulation model and experimental results exhibit a similar 
pattern, particularly the rate of far-wake recovery. Fig. 13 
illustrates that the centre-line wake velocity recovery follows a 
similar pattern in both models and experimental procedures 
when the shear layers have merged within the far-wake region. 
However, the far-wake values (velocity profile) in the 
experiment are greater than the results obtained from the 
numerical simulation of RANS turbulence models. The 
velocities at the far-wake region for different type of turbulence 
models used in numerical simulation and experiment are 
illustrated in Fig. 13. 

The discrepancy observed between simulated results and 
the experiment is caused by two major factors. Firstly, since the 
experiments have a longer near-wake, the far-wake recovery 
begins later. Secondly, the rate of far-wake recovery is 
determined by ambient turbulence levels(Harrison et al., 2010; 
Myers & Bahaj, 2010). Consequently, the low ambient 
turbulence levels at the inflow of the experiment presented in 
Section 3 mean that the wake recovers more slowly in the 
experiment. 

The agreement in velocities profiles behind the cylindrical 
object differ with the depth of domain (y/D). Both Fig. 13 (a) 
and (b) demonstrate that there is a good agreement for 
experimental and numerical velocity profiles at y/D < 1.5. 
Nevertheless, at 8D downstream, the velocity profile of RANS 
numerical simulation at y/D > 1.5 differs significantly from 
experimental results, with the predicted velocity of turbulence 
flow (numerical) becoming faster than experimental flow.  

 
 
 

 
(a) 8D downstream for RANS turbulence models 

 

 
(b) 12D downstream for RANS turbulence models 

Fig. 13 Comparison of normalised velocities between numerical and 
experimental data at 8D and 12D downstream of cylindrical object 
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Table 12  
Computed errors for 8D and 12D downstream for each RANS 
turbulence models 

8D DOWNSTREAM 

Turbulence Models 
Errors 

MEA MSE RMSE 

Spalart-Allmaras 0.1736 0.0542 0.2327 

Standard k–ε 0.1678 0.0529 0.2299 

RNG k–ε 0.1635 0.0465 0.2156 

Realizable k–ε 0.1545 0.0446 0.2112 

Standard k–ω 0.1550 0.0447 0.2115 

SST k–ω 0.1624 0.0513 0.2265 

RSM 0.1610 0.0468 0.2163 

12D DOWNSTREAM 

Turbulence Models 
Errors 

MEA MSE RMSE 

Spalart-Allmaras 0.0898 0.0244 0.1561 

Standard k–ε 0.0840 0.0237 0.1539 

RNG k–ε 0.0808 0.0222 0.1489 

Realizable k–ε 0.0882 0.0232 0.1522 

Standard k–ω 0.0810 0.0226 0.1504 

SST k–ω 0.0855 0.0234 0.1528 

RSM 0.0873 0.0235 0.1535 

 
 

Besides, this poor agreement at y/D > 1.5 is resulted from 
inaccurate prediction and estimation of reduction of flow 
velocity at the free surface, as previously stated in Section 3. In 
contrast, there is a good agreement between numerical and 
experimental results at y/D > 1.5 for velocity profile at 12D 
downstream. This suggests that both numerical and 
experimental have achieved a similar rate of wake recovery at 
12D downstream and beyond. 

As mentioned previously, the difference between predicted 
and observed values can be evaluated using (MEA), (MSE) and 
(RMSE) where the statistical values are reported in Table 12. 
Based on Table 12, it can be highlighted that the statistical error 
of the velocity profile decreases as the downstream distance 
from the cylindrical object increases in the far-wake region. At 
8D downstream, Realizable k–ε and Standard k–ω models have 
the lowest statistical errors (MEA = 0.1545 & 0.1550, MSE = 
0.0446 & 0.0447, and RMSE = 0.2112 & 0.2115) while Spalart-
Allmaras Model has the highest errors of MEA = 0.1736, MSE = 
0.0542 and RMSE = 0.2327. On the other hand, at 12D 
downstream, the majority of the models can accurately predict 
the velocity profile of cylindrical object. However, RNG model 
exhibits lowest statistical errors of MEA = 0.0808, MSE = 0.0222 
and RMSE = 0.1489 while Spalart-Allmaras Model has the 
highest errors of MEA = 0.0898, MSE = 0.0244 and RMSE = 
0.1561. Therefore, the majority of these models are suitable to 
be used for numerical simulation of the cylindrical object at the 
far-wake region due to their low statistical errors. 

 

4. Conclusion 

This paper provides statistical analysis of the wake propagation 
at near-wake and far-wake regions of different types of RANS 
turbulence closure models using numerical simulation. The 
results were validated against published experimental data to 

fully understand the magnitude of errors involved for selected 
RANS turbulence models. A hypothetical cylindrical approach 
was employed to represent the VATT in the simulation. For the 
near-wake region, the RANS numerical simulation outputs did 
not exhibit a conforming pattern as the velocity profile obtained 
from the experimental results. The lowest and highest RMSE 
values calculated based on statistical analysis are 0.5666 and 
0.6111 at z/D = 2, 0.4020 and 0.4252 at z/D = 3, 0.4113 and 
0.4513 at z/D = 4, 0.3455 and 0.3892 at z/D = 6, 0.2112 and 
0.2694 at z/D = 8, as well as 0.1489 and 0.2129 at z/D = 12. 
This is predominantly because the RANS turbulence closure 
models underpredicted the occurrence of near-wake turbulence 
at 2D to 6D downstream. However, both RANS numerical 
simulation and experimental results demonstrated a similar 
velocity profile pattern at the far-wake region (8D and 12D 
downstream), particularly the rate of far-wake recovery. 

In general, the discrepancy observed, which was translated 
into statistical errors using MEA, MSE, and RMSE at the near-
wake region was greater than at the far-wake region. Based on 
the study conducted on statistical errors of near-wake and far-
wake regions using hypothetical cylindrical approach, the 
following conclusion are made: 

i. For near-wake region: The statistical errors (RMSE 
values) of Standard k–ε model at z/D = [2, 3, 4, 6, 8, 12] 
are 0.5666, 0.4026, 0.4454, 0.3455, 0.2299 and 0.1539. 
The statistical error of the velocity profile increased as 
the downstream distance from the cylindrical object 
decreases in the near-wake region. Based on the 
statistical analysis conducted, it can be concluded that 
standard k–ε is the most suitable model to be used for 
numerical simulation of the cylindrical object at the 
near-wake region due to low errors computed at 2D 
(RMSE = 0.5666), 3D (RMSE = 0.4026), 4D (RMSE = 
0.4454) and 6D (RMSE = 0.3455) downstream from 
cylindrical object.  

ii. For far-wake region: In contrast, the statistical error of 
the velocity profile was found to be decreasing as the 
downstream distance from the cylindrical object 
increased in the far-wake region. For example, of 
Realizable k–ε model, the statistical errors (RMSE 
values) at z/D = [8, 12] are 0.2112 and 0.1522. The 
analysis demonstrated that the majority of these models 
were suitable to be used for numerical simulation using 
cylindrical object at the far-wake region due to their low 
statistical errors. 

iii. For subsequent work: An artificial turbulent source term 
will be added into the numerical simulation to improve 
the near-wake turbulence. Artificial turbulent source 
term will be applied in a shallow water environment of 
Malaysia, where the presence of a 5.0-meter diameter 
turbine will be simulated for both single and array 
configuration. This will be done to examine the 
improved hypothetical cylinder theory’s accuracy in 
modelling a full-size tidal device. 
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