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Abstract. Artificial neural networks (ANNs) is an adaptive system that has the ability to predict the relationship between the input and output 
parameters without defining the physical and operation conditions. In this study, some queries about using ANN methodology are simply clarified 
especially about the neurons number and their relationship with input and output parameters. In addition, two ANN models are developed using 
MATLAB code to predict the power production of a polycrystalline PV module in the real weather conditions of Iraq. The ANN models are then used 
to optimize the neurons number in the hidden layers. The capability of ANN models has been tested under the impact of several weather and 
operational parameters. In this regard, six variables are used as input parameters including ambient temperature, solar irradiance and wind speed 
(the weather conditions), and module temperature, short circuit current and open circuit voltage (the characteristics of PV module). According to the 
performance analysis of ANN models, the optimal neurons number is 15 neurons in single hidden layer with minimum Root Mean Squared Error 
(RMSE) of 2.76% and 10 neurons in double hidden layers with RMSE of 1.97%.  Accordingly, it can be concluded that the double hidden layers 
introduce a higher accuracy than the single hidden layer. Moreover, the ANN model has proven its accuracy in predicting the current and voltage of 
PV module.  
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1. Introduction 

The traditional statistical techniques are useful to estimate the 
behaviour of linear systems in different engineering disciplines. 
The presence of nonlinearity in some of applications makes the 
traditional statistical techniques inefficient to predict the 
relationship between the input and output parameters (Nayak et 
al., 2017). Among the soft computing methodologies, the 
artificial neural networks (ANNs) are widely used in recent time 
to predict, optimize and classify the behaviour of many 
problems in our life (Abiodun et al., 2018). ANNs are relevant to 
Machine Learning (ML) models which have the ability to mimic 
the basic biological neural systems, especially the human brain 
(Mubiru, 2011). ANNs can be classified into two main 
algorithms: Feed-Forward Neural Network (FFNN) and Feed-
Backward Neural Network (FBNN) (Hertz, 2018). The FFNN is 
defined as a classification algorithm where each neuron in a 
layer connects to other neurons in other layers with an equal 
weight (Abiodun et al., 2018). The weight is defined as an 
indicator for the potential amount of the knowledge in the 
network. During the FFNN, the information is transmitted in one 
direction from input layer to output layer throughout the hidden 
layer. When the network is operated normally and acted as a 
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classifier, the FBNN process between the layers is not necessary 
(Hagan and Menhaj, 1994). The FBNN is denoted as algorithm 
for back-preferable propagation training which has the ability to 
build coordinated graph in sequence from the connections 
between the neurons. The FBNN can be used to minimize the 
loss function by adjusting or correcting the weights. In general, 
the simple architecture of ANN consists of input, hidden and 
output layers (Mohammad et al., 2020; Mohammad et al., 2013) 
which composes a number of interconnected elements called 
neurons. Each neuron receives the input signal from external 
process or from another neuron. The output signal from each 
neuron produces from a transfer function and passes into other 
neuron or external outputs (Zhang et al., 1998). The following 
are the key questions that numerous researchers have 
addressed: a. What is the number of hidden layers and the 
number of neurons?; b. Is there a relationship between the 
neurons number and the input and output parameters?; c. Are 
there other parameters relate to determine the neurons 
number?. According to Zhang et al. (1998), the accuracy of 
ANNs is mostly influenced by the number of hidden layers and 
their neurons. Cybenko, (1989) demonstrated that the single 
hidden layer is sufficient to investigate any desired accuracy in 
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any complex nonlinear problems. However, this requires a large 
number of neurons. This is not desirable in the training time of 
the optimal number of neurons since it leads to poor 
generalization ability of ANNs. Several colleagues proved the 
advantages of double hidden layers over single hidden layer in 
ANNs. According to Barron (1994), double hidden layers 
provide greater benefits in some cases. Srinivasan et al. (1994) 
investigated that the higher efficiency in the training stage can 
be improved using double hidden layers. In addition, Zhang 
(1994) demonstrated that the high accuracy of prediction can be 
achieved using double hidden layers. On the other hand, some 
other colleagues demonstrated a relationship between  the 
number of input parameters and neurons in hidden layers and 
introduced a heuristic constraint on the number of neurons 
(Lachtermacher, 1995). Kang (1991), Tang and Fishwick (1993), 
Wong (1991), and Lippmann (1987) and Hecht-Nielsen (1990), 
proved the existence of a relationship between the number of 
neurons and the input parameters which mathematically 
represented as (j=n/2), (j=n), (j=2n), and (j=2n+1), respectively. 
j is the number of neurons and n is the number of input 
parameters. Some other colleagues proved the existence of a 
relationship between the neurons number and input/output 
parameters. For instance, Kalogirou et al. (1996) proposed that 
the neurons are set according to the formulas: (𝑗𝑗 = 2

3
(𝑛𝑛 + 𝑜𝑜) and 

𝑗𝑗 = 3
2

(𝑛𝑛 + 𝑜𝑜)). Moreover, Mohanraj (2009) proposed that the 

number of neurons is set according to the formula (𝑗𝑗 = √𝑛𝑛 + 𝑜𝑜 +
𝑎𝑎). Where a is a constant from (1 to 5) and o is the output 
parameters. In this regard, the number of training data has an 
influential role for determining the number of neurons as 
mathematically represented as: (𝑗𝑗 = ((𝑛𝑛 + 𝑂𝑂)/2) +
√(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑎𝑎𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑡𝑡 𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎 𝑝𝑝𝑜𝑜𝑡𝑡𝑛𝑛𝑡𝑡𝑝𝑝)) (Kalogirou, 1996, 
Kalogirou et al., 1997 and 1998, Luyao Liu et al., 2017, Shaft et 
al., 2006).  A critical analysis of the above studies would 
introduce the shortcoming the of the conducted research. 
Specifically, the number of neurons in hidden layer were 
randomly selected or by trial and error. Furthermore, the 
compatibility between hidden layers and the number of neurons 
is not thoroughly addressed and discussed. Therefore, the 
research intends to optimize the neurons number in single and 
double hidden layers which would enable to predict the output 
power of PV module. To appropriately approve the contribution 
of this research, the associated results of optimal neurons will 
be compared against those neurons that mathematically 
represented by some other colleagues. In this regard, the 
comparison between the performance of single and double 
hidden layers will be presented for the optimum number of 
neurons. 

2. Related works  

The applications of Photovoltaic (PV) solar cells technology 
have become widely used to generate the electrical power over 
the last two decades. Generally, output characteristics of PV 
modules can be represented in current-voltage (I-V) and power-
voltage (P-V) curves (Singh and Ravindra, 2012). These 
characteristics are influenced by the ambient conditions such as, 
solar radiation, ambient temperature, dust and wind speed 
(Ziane, 2021; Kidegho et al., 2021). The relationship between the 
input parameters of ambient conditions and PV output is a 
complex nonlinear system. In literature, numerous studies were 
presented to analyse and estimate the output characteristics 
and performance of PV using an experimental, analytical and 
numerical models. Among of these models, the machine 
learning using ANNs has been approved as an active model to 
predict the output electrical characteristics of PV modules.  

This section focuses on addressing the most important 
aspects that can be used to predict the output power of PV 
module using ANN methodology. Barhdadi et al. (2019) used an 
ANN model with Levenberg-Marquardt back-propagation 
algorithm to predict the output power of PV module. The 
structure of ANN has six input parameters and random neurons 
number from (5 to 35) with single hidden layer. The results 
showed that the neuron number 35 has achieved the better 
prediction in ANN model. Two topologies of ANN named as 
feed forward and radial basis were investigated by Gaur et al. 
(2018) to predict the performance of five PV module 
technologies under the influence of solar irradiance and 
temperature. In each topology, single and multi-hidden layers 
with 10 and 5 neurons were trained and tested using built-in 
functions and Levenberg-Marquardt with Resilient Back 
propagation, respectively. The results of the proposed ANN 
models indicated that the mean bias error deviations are less 
than 1% if compared to the dependent models. In the same 
context, Di-Falco et al. (2014) used three types of ANN 
topologies named as Multilayer perceptron, a recursive neural 
network and a gamma memory trained to forecast the 
production power of PV module under the influence of ambient 
conditions. Additionally, module temperature, open circuit 
voltage (Voc) and short circuit current (Isc) were used as an 
input parameter of the ANN model. The result showed that the 
error ranged between 0.05 to 1% for the predicted and real 
power of PV module. Two architectures of neural networks 
were used by Enachescu et al. (2016) to forecast the production 
power of PV module. The first architecture is a Multilayer 
perceptron with back propagation and two neurons number (15 
and 100). The second architecture is named Elman networks 
with feed forward. According to the obtained results, the Elman 
type with small data has performed better than Multilayer 
perceptron in learning stage. The Multilayer Perceptron (MLP) 
topology was used by Jumaat et al. (2018) to predict the 
maximum voltage (Vm) and current (Im) of PV module. The 
structure of ANN contains seven input parameters named as 
solar irradiance, ambient temperature, relative humidity, 
humidity ratio, module temperature, Voc, and Isc). The ANN 
architecture built as single hidden layer with number of neurons 
from 1 to 10 and two output parameters. The results elucidated 
that the ANN model is of a high accuracy to predict the Vm and 
Im of PV module. Kayri and Gencoglu (2019) employed the 
feed-forward ANN topology with a back-propagation algorithm 
to predict the output power of mono-crystalline silicon PV 
module. Six input parameters of weather conditions were 
considered including the solar irradiance, solar elevation angle, 
ambient temperature, wind speed, wind direction and relative 
humidity besides two hidden layers to build the ANN structure. 
The comparison between the estimated and measured results 
showed that the maximum mean square error has not exceeded 
1.4% and the coefficient of determination (R2) ranged between 
99.637 to 99.998%. A simple ANN structure was proposed by 
Mellit et al. (2013) to estimate the output power of 50 Wp PV in 
Turkey. The ANN model depends on input data as measured 
along one year including the solar irradiance, air temperature 
and output power in cloudy and sunny days. The ANN structure 
considered single hidden layer with one neuron. The results 
elaborated that the model of sunny days is more accurate than 
the model of cloudy days. The determination coefficient of the 
cloudy days recorded between 93% and 97% while recorded 
between 96% and 97% in sunny days. 

3. Methods and ANN applications 

A polycrystalline PV module Type (FRS-165W) selected and 
installed at the centre of Middle Technical University- 
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Baghdad-Iraq to achieve the experimental tests and to collect 
the dataset. The PV module has the following technical 
specifications: (Pmax=165 Wp, Isc=9.81 A, Voc=22.05 V, 
Imp=9.17 A and Vmp=18 V). The I-V tracer (SEAWARD PV200) 
used to measure the output electrical characteristics of PV 
module including: Voc, Isc, Vmp and Imp. In addition, solar 
meter (Survey 200R) unit used and synchronized with the I-V 
tracer to measure the ambient temperature, solar radiation and 
back temperature of the PV module. Also, a handle 
anemometer used to measure the wind speed (Va). Totally, 326 
measured data obtained through the period of tests. These data 
were stored and reported by solar data logger and displayed 
by SolarCert software.  

ANN has been used effectively in photovoltaic for solving 
various problems, for example, the effects of atmospheric 
variables on the production power in PV modules. It is defined 
as a mapping system that can be used to represent a nonlinear 
relationship between the input and output parameters (Mellit 
et al., 2013). In general, the simple structure of ANN consists of 
three layers named as: input layer, hidden layer and output 
layer (Figure 1) (Pontes et al., 2012). 

The relationship between the input and output layers can be 
represented mathematically as: 

𝑂𝑂𝑗𝑗 = 𝑜𝑜 ∑ 𝑊𝑊𝑗𝑗,𝑖𝑖 𝑋𝑋𝑖𝑖 + 𝑛𝑛𝑖𝑖𝑚𝑚
𝑖𝑖=1                                                           (1) 

Where: W, X and b are the weight, input parameter and bias, 
respectively and f is the activation function.   
The output neurons (k) in the output layer can be expressed as: 

𝑦𝑦𝑘𝑘 = 𝑡𝑡∑ 𝑊𝑊𝑘𝑘,𝑗𝑗 𝑂𝑂𝑗𝑗𝑛𝑛
𝑗𝑗=1                                                  (2)               

The relationship between the input parameters and k is 
represented in Eq. 3 (MacKay, 1992) 

𝑦𝑦𝑘𝑘 = 𝑡𝑡 �∑ 𝑊𝑊𝑘𝑘,𝑗𝑗 
𝑛𝑛
𝑗𝑗=1 𝑜𝑜�∑ 𝑊𝑊𝑗𝑗,𝑖𝑖 𝑋𝑋𝑖𝑖 + 𝑛𝑛𝑖𝑖𝑚𝑚

𝑖𝑖=1 ��                              (3) 

The  training process tries to adjust the connection weight for 
keeping the predicted output (yk) closed as expectation to the 
desired ouput (yk���)  under the given input parameters (Xi). The 
error fuction between the predicted and desired output can be 
formuated as a minimum value (Elsheikh et al., 2019; Raj et al., 
2019). 

𝑛𝑛𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑡𝑡𝑚𝑚𝑛𝑛 1
2
∑ (yk��� − 𝑦𝑦𝐾𝐾)2𝑙𝑙
𝑘𝑘=1                                                         (4) 

The transfer function is used to obtain and send the signals 
between the layers. There are three popular types of transfer 
functions called: linear, sigmoid, and hyperbolic tangent  

transfer functions (Mellit et al., 2013). The mathematical model 
of these types of transfer functions can be represented as:  

𝑜𝑜(𝑆𝑆) =

⎩
⎨

⎧
𝑆𝑆       𝑙𝑙𝑡𝑡𝑛𝑛𝑛𝑛𝑎𝑎𝑛𝑛 𝑜𝑜𝑛𝑛𝑛𝑛𝑓𝑓𝑡𝑡𝑡𝑡𝑜𝑜𝑛𝑛                                      

1
1+𝑒𝑒−𝑆𝑆  𝑝𝑝𝑡𝑡𝑡𝑡𝑛𝑛𝑜𝑜𝑡𝑡𝑑𝑑 𝑜𝑜𝑛𝑛𝑛𝑛𝑓𝑓𝑡𝑡𝑡𝑡𝑜𝑜𝑛𝑛                           
𝑒𝑒+𝑆𝑆 −𝑒𝑒−𝑆𝑆 

𝑒𝑒+𝑆𝑆 +𝑒𝑒−𝑆𝑆  ℎ𝑦𝑦𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜𝑙𝑙𝑡𝑡𝑓𝑓 𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡 𝑜𝑜𝑛𝑛𝑛𝑛𝑓𝑓𝑡𝑡𝑡𝑡𝑜𝑜𝑛𝑛 
               (5) 

The sigmoid transfer function is considered as a better method 
among the transfer functions (Mellit et al., 2013). Therefore, the 
current study utilised this as an activation function.  The error 
can be expressed as: 

𝐸𝐸 = 1
2
�yk��� −

1
1+𝑒𝑒−𝑆𝑆 �

2
                                                                   (6)  

𝐸𝐸 = 1
2
�yk��� −

1

𝑒𝑒−∑ 𝑊𝑊𝑗𝑗,𝑖𝑖𝑋𝑋𝑖𝑖+𝑏𝑏𝑖𝑖
𝑚𝑚
𝑖𝑖=1  �

2
                                                       (7) 

The chain rule theory is also applied to calculate (𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

) as follows:  

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝑥𝑥 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝑥𝑥 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

                                                                        (8) 

According to the derivation of each component, the final change 
error of the weight can be represented as: 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= (yk��� − 𝑦𝑦𝑘𝑘) 1
1+𝑒𝑒−𝑆𝑆 �1 − 1

1+𝑒𝑒−𝑆𝑆 �𝑋𝑋                                          (9) 

Therefore, if the predicted output 𝑦𝑦𝑘𝑘 is not close to the desired 
output yk���, the weights must be adapted (Rumelhart et al., 1986). 

𝑊𝑊𝑛𝑛𝑒𝑒𝑛𝑛 = 𝑊𝑊𝑜𝑜𝑙𝑙𝑜𝑜 − ƞ 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

                                                                  (10) 

Where: ƞ is the learning rate (0 ≤ ƞ ≤ 1).  
The quantitative variable of neurons is normalized to some 

standard ranges such as [0 1] or [-1 1] before beginning the 
training and testing processes (Mohammad et al., 2013). The 
normalization process can be investigated according to (Sanjay 
et al., 2006) as: 

𝑋𝑋𝑖𝑖 = 0.8
𝑜𝑜𝑚𝑚𝑚𝑚𝑚𝑚−𝑜𝑜𝑚𝑚𝑖𝑖𝑚𝑚

(𝑑𝑑𝑖𝑖 − 𝑑𝑑𝑚𝑚𝑖𝑖𝑛𝑛) + 0.1                                             (11)                                  

Where: dmax, dmin and di are the maximum, minimum and number 
(ith) of the desired input/ output data, respectively. 

3.1. Neurons number  

There is no mathematical formula can determine the number of 
neurons in the hidden and output layers. Therefore, most of the 

 
Fig. 1 Basic design of ANN structure. 
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colleagues were relied on the trial and error approach to select 
the neurons number. Besides, some of them suggested a 
relationship between the neurons number and input parameters. 
For example, Kang (1991), Tang and Fishwick (1993), Wong 
(1991), Lippmann (1987) and Hecht-Nielsen (1990) suggested 
that the neurons number can be specified by the input 
parameters:  

𝑗𝑗 = �

𝑛𝑛
2�
𝑛𝑛

2𝑛𝑛
2𝑛𝑛 + 1

               
                                       

         
                                                           (12)     

Where: j and n are the neurons number and input parameters, 
respectively. Some other colleagues proved that neurons 
number can be specified by input and output parameters. 
Mohanraj (2009) proved the following relationship   

𝑗𝑗 = √𝑛𝑛 + 𝑜𝑜 + 𝑎𝑎                                                                           (13)  

Kalogirou et al. (1996) also introduced Eq. 14 to identify the 
neurons number   

  𝑗𝑗 = �
2
3

(𝑛𝑛 + 𝑜𝑜)
3
2

(𝑛𝑛 + 𝑜𝑜)
                                                                          (14) 

Where: o is the number output parameters and (a) is a constant 
from 1 to 5.  

Kalogirou (1996), Kalogirou et al. (1997), Kalogirou et al. 
(1998), Liu et al. (2017), and Shaft et al. (2006) stated that the 
number of training data plays a key role in determining the 
neurons number besides considering the input and output 
parameters. This is clearly represented in Eq. 15  

𝑗𝑗 = �𝑛𝑛+𝑂𝑂
2
� + �𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑎𝑎𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑡𝑡 𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎 𝑝𝑝𝑜𝑜𝑡𝑡𝑛𝑛𝑡𝑡𝑝𝑝                   (15) 

3.2. Structure of proposed ANN  

In the current study, two architectures of ANN were proposed. 
The first one represents ANN structure with single hidden layer. 
The second one represents with double hidden layers. A 326 
dataset were used to run the ANN models. The block diagram 
of concept the overlap between the ANN model and 
experimental setup is depicted in Figure 2. The minimum and 
maximum values of the measured parameters are summarized 

 
Fig. 2 Concept of the overlap between the ANNs model and experimental setup. 

 
Table 1 
 Minimum and maximum values of measured data. 

Parameters Symbol Unit Min Max 
Input parameters 

Solar irradiance G W/m2 169.2 1003 
Ambient temperature  Ta oC 32 51 
Wind speed Va m/sec 0.3 2.5 
Module temperature  Tc oC 32.6 69.1 
Open circuit voltage  Voc V 19.6 20.6 
Short circuit current  Isc A 4.116 9.1 

Output parameters 
Output power  P W 0 140 
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in Table 1. The characteristics of the ANN model can be drawn 
as:  

• Six nodes used in input layer. These include the solar 
irradiance, ambient temperature, wind speed, module 
temperature, open circuit voltage and short circuit 
current) and one node in output layer (output power). 

• The model used Levenberg-Marquardt back-
propagation technique in training stage. 

• 70% from dataset was used for training, while 15% for 
testing and 15% for validation 

• Single and double hidden layers were evaluated in the 
ANN model.  

• The sigmoid and purlin functions were used as an 
activation functions in the hidden and output layers. 

• The neurons number were tested from 1 to 100.  
• The optimization of neurons number has been 

evaluated using RMSE in validation and training stage.  
• Mean Squared Error (MSE) and coefficient of 

determination are used to measure the effectiveness 
of the ANN model (R2). 

4. Results and discussions 

In this study, two ANN architectures with single and double 
hidden layers were used to predict the production power of PV 
module in the real weather conditions of Iraq. The capability of 
ANN models has been evaluated under the impact of several 
weather and operational parameters. Totally, six variables were 
used as the input parameters. Three of these variables   related 
to the weather conditions (ambient temperature, solar 

irradiance and wind speed) while, the other variables related to 
the characteristics of PV module (module temperature, short 
circuit current and open circuit voltage). 

4.1. Visualization of weather and operational parameters 

A scatter plot visualization technique was used to represent and 
express the data graphically as shown in Figure 3. The main goal 
of visualization process is to acquire insight into the data. The 
measured output power of PV is plotted and ranged against the 
solar irradiance, ambient temperature, module temperature, 
wind speed, open circuit voltage and short circuit current. It is 
clear that that the power increases linearly with irradiance and 
open circuit current. On the other hand, the linearity decreases 
with wind speed. However, the relationship becomes random 
with ambient temperature, module temperature and open 
circuit voltage.  

4.2. Optimization of neurons number  

Two MATLAB codes were used to optimize the neurons 
number in single and double hidden layers. The optimization 
ranged between 1 to 100 and evaluated depending on the 
minimum value of Root Mean Squared Error (RMSE) in 
validation stage. Also, the evaluation depends on the minimum 
difference of RMSE between training and validation stages. 
Figures 4 shows the best neuron number of 15 in single layer 
with RMSE value of 2.76 % and 10 in double hidden layer with 
RMSE value of 1.97%. Furthermore, the difference between the 

 

 

 
Fig. 3 Visualization of measure data with power production of PV module. 
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RMSE in validation and training stages has recorded 0.18% and 
0.21% in single and double hidden layers, respectively. 
Generally, the optimal neuron in each single and double hidden 
layer has showed a better RMSE than the neurons that proposed 
by many colleagues (Kang, 1991; Liu et al., 2017; Shaft et al., 
2006; H-Nielsen, 1990; Mohanraj et al., 2009; Kalogirou et al., 
1996-1997-1998; Kalogirou, 1996; Wong, 1991; Lippmann, 
1987). The comparison of RMSE in single hidden layer would 
also show that the neuron number 5 (according to the formulas 
of Mohanraj et al., 2009 and Kalogirou et al., 1996) has 
represented a lower RMSE of 2.4% in validation stage but with 

difference about 2.31% from training stage. In addition, the 
neuron number 7 (according to the formula of Mohanraj et al., 
2009) has elaborated the same value of RMSE in the current 
study but with difference about 0.36% from training stage. 
However, the neuron number 5 in double hidden layers 
(according to Mohanraj et al., 2009 and Kalogirou et al., 1996) 
has recorded the same value of RMSE of the current study but 
with difference about 2.94%. In more details, Table 2 discusses 
the calculation of neurons number according to the 
mathematical formulas imposed by the colleagues in the open 
literature. Their values of RMSE in validation and training stages 

 
(a) Single hidden layer 

 
(b) Double hidden layer 

Fig. 4 Optimal neurons number (a) single hidden layer (b) double hidden layers. 

 

 

a) Single hidden layer  

 

b)  Double hidden layer 

Fig. 5 Best validation performance (a) single hidden layer (b) double hidden layers.  
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were calculated based on the results of the present ANN model 
when run from (1 to100) neurons number. Table 2 has been 
adopted to clarify the comparison between the present ANN 
model and previous ANN models depending on the values of 
RMSE in validation stage and the minimum difference between 
RMSE for validation and training stages.     
 
4.3. Performance of ANN model  

Figure 5 shows the best performance of ANN model for single 
and double hidden layers. It is clear that the best validation 

performance in single layer has been investigated at epoch 6 
with MSE of 1.966×10-3. However, it has been investigated at 
epoch 4 with MSE of 1.950×10-3 in double hidden layer. 
Furthermore, the MSE of training stage in single and double 
hidden layers has recorded lower value than MSE of testing and 
validation stages. This is a great indication that the data of the 
model were learned very well in training stage. Figure 6 defines 
the regressions curves of all the ANN stages including: Training, 
testing, validation and all for single and double hidden layers. 
The coefficient of determination (R2) is used as an indicator to 
evaluate the accuracy between the predicted and target of 

 
(a) Single hidden layer 

 
(b) Single hidden layer 

Fig. 6 Regression curves of all stages (a) single hidden layer  (b) double hidden layers   

 
Fig. 7 Measured and predicted values of output power of PV. 
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production power. In single layer, the values of R2 ranged as 
0.9881, 0.981, 0.982 and 0.985 for training, testing, validation, 
and all, respectively. For double hidden layer, the values of R2 
ranged as 0.9887, 0.985, 0.99 and 0.988, respectively. According 

to R2, it can be observed that the ANN model of double hidden 
layers has the best accuracy if compared to the model of single 
layer in all the stages of ANN model.  Figure 7 shows the pattern 
of predicted power of the ANN model in single and double 

Table 2  
Present neurons number compared with literature studies.  

ANN structure Reference Formula RMSE-Valid(%) Difference 
RMSE% (Valid-

Train) 
Single hidden layer  

6-3-1 (Kang, 1991) j=n/2 6.4 2.30 
6-6-1 (Tang et al., 1993) j=n 7.04 1.84 
6-12-1 (Wong, 1991) and 

(Lippmann,1987) 
j=2n 2.08 2.18 

6-13-1 (H-Nielsen, 1990) j=2n+1 8.03 5.90 
6-4-1 
6-5-1 
6-6-1 
6-7-1 
6-8-1 

 
 

(Liu et al., 2017) 

 
 

𝑗𝑗 = √𝑛𝑛 + 𝑜𝑜 + 𝑎𝑎 
a=1,2,3,4,5 

3.2 
2.4 
7.04 
2.76 
4.06 

0.58 
2.31 
1.84 
0.36 
0.68 

6-5-1 (Shaft et al., 2006) 𝑗𝑗 =
2
3

(𝑛𝑛 + 𝑜𝑜) 
2.4 2.31 

6-11-1 (Shaft et al., 2006) 𝑗𝑗 =
3
2

(𝑛𝑛 + 𝑜𝑜) 
8.53 4.88 

6-19-1 (Mohanraj. et al., 2009), 
(Kalogirou et al., 1996-

1997-1998), (Kalogirou., 
1996) 

𝑗𝑗 = �
𝑛𝑛 + 𝑂𝑂

2
�+ �𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑎𝑎𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑡𝑡 𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎 𝑝𝑝𝑜𝑜𝑡𝑡𝑛𝑛𝑡𝑡𝑝𝑝 6.23 2.23 

6-15-1 Present study Optimization  2.76 0.18 
Double hidden layer  

6-3-3-1 (Kang, 1991) j=n/2 4.03 1.31 
6-6-6-1 (Tang et al., 1993) n 2.96 2.06 

6-12-12-1 (Wong, 1991) and 
(Lippmann R.P., 1987) 

j=2n 6.69 4.96 

6-13-13-1 (H-Nielsen, 1990) j=2n+1 8.12 4.97 
6-4-4-1 
6-5-5-1 
6-6-6-1 
6-7-7-1 
6-8-8-1 

 
 

(Liu et al., 2017) 

 
 

𝑗𝑗 = √𝑛𝑛 + 𝑜𝑜 + 𝑎𝑎 
a=1,2,3,4,5 

2.67 
1.97 
2.96 
6.22 
3.40 

1.31 
2.94 
2.06 
3.68 
0.13 

6-5-5-1 (Shaft et al., 2006) 𝑗𝑗 =
2
3

(𝑛𝑛 + 𝑜𝑜) 
1.97 2.94 

6-11-11-1 (Shaft et al., 2006) 𝑗𝑗 =
3
2

(𝑛𝑛 + 𝑜𝑜) 
7.93 4.85 

6-19-19-1 (Mohanraj et al., 2009), 
(Kalogirou et al., 1996-
1997-1998), (Kalogirou, 

1996) 

𝑗𝑗 = �
𝑛𝑛 + 𝑂𝑂

2
�+ �𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑎𝑎𝑡𝑡𝑛𝑛𝑡𝑡𝑛𝑛𝑡𝑡 𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎 𝑝𝑝𝑜𝑜𝑡𝑡𝑛𝑛𝑡𝑡𝑝𝑝 5.45 2.02 

6-10-10-1 Present study  Optimization  1.97 0.21 

 

 
(a).Measured and predicted (I-V) curves 

 
(b)Measured and predicted (P-V) curve 

Fig. 8 Validation of ANN model with measured data (a) I-V curve (b) P-V curve. 

 



A. Th. Mohammad et al Int. J. Renew. Energy Dev 2023, 12(3), 478-487 
|486 

 

ISSN: 2252-4940/© 2023. The Author(s). Published by CBIORE 

hidden layers for training and validation stages. The pattern is 
similar with measured value of power especially in double 
hidden layer. However, there is a little deviation in the single 
hidden layer at training stage. The accuracy of convergence the 
patterns increases in the validation stage for double hidden 
layer more than the single hidden layer.  

. 
4.4. Case study of (I-V) and (P-V) curves 

To confirm more reliability of the present ANN model, the 
model was tested to predict the maximum power point current 
(Imp) and voltage (Vmp). The output results of current and voltage 
prediction are represented as: (I-V) and (P-V) curves to compare 
them against the measured data as shown in Figure 8. A good 
matching can be seen between the predicted and measured (I-
V) and (P-V) curves. In addition, the ANN model with double 
hidden layer has achieved more convergence with the 
measured data rather than ANN model with single hidden layer. 
This indicates that the ANN model has proven its accuracy in 
predicting the current and voltage of PV module. 

5. Conclusion 

Two ANN architectures with single and double hidden layer 
have been used to predict the power production of a 
polycrystalline PV module in real condition of Iraq. The main 
contribution of ANN model was the optimization of the neurons 
number in the hidden layers. The analysis of results showed that 
the best prediction of the ANN model with single hidden layer 
was investigated at optimal neuron number 15 with minimum 
Root Mean Squared Error (RMSE) of 2.76% and 10 neurons in 
double hidden layers with RMSE of 1.97%.  Thus, it can be 
concluded that the present ANN model has proven its rapid 
response in reaching the predicted accuracy more than other 
models included in the literature. In addition, the ANN model 
with double hidden layers achieved a higher accuracy than the 
single hidden layer. In a summary, the ANN model proved its 
accuracy to forecast the current and voltage of PV module. 
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