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Abstract. The large-scale integration of doubly-fed induction generator (DFIG) based wind power plants poses stability challenges for power system 
operation. This study investigates the transient stability and dynamic performance of a modified 3-machine, 9-bus Western System Coordinating 
Council (WSCC) system. The investigation was conducted by connecting the DFIG wind farm to the sixth bus via a low-impedance transmission line 
and installing power system stabilizers (PSSs) on all automatic voltage regulators (AVRs). A three-phase fault simulation was carried out to test the 
system, with and without power system stabilizers and a static synchronous compensator (STATCOM) device. Time-domain simulations demonstrate 
improved transient response with PSS-STATCOM control. A 50% reduction in settling time and 70% decrease in power angle undershoots at the 
slack bus are achieved following disturbances, even at minimum wind penetration levels. Load flow analysis shows the coordinated controllers 
maintain voltages within 0.5% of nominal at 60% wind penetration, while voltages at load buses can deviate up to 15% without control. Eigenvalue 
analysis indicates the PSS-STATCOM boosts damping ratios of critical oscillatory modes from nearly 0% to over 30% under high wind injection. 
Together, the present findings provide significant evidence that PSS and STATCOM cooperation enhances dynamic voltage regulation, angle stability, 
and damping across operating ranges, thereby maintaining secure operation in systems with high renewable integration. 
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1. Introduction 

Renewable energy has become a new area of study due to 
growing concerns about climate change and the limitation of 
fossil fuels. Renewable energy sources such as wind and solar 
can help reduce the reliance on traditional fossil fuels. Wind 
turbines' reliability and durability increase with the wind farm 
penetration level. Wind farms must supply the appropriate 
amount of electricity based on the grid's wind speed and energy 
demand (Simani & Farsoni, 2018). DFIG wind technologies are 
becoming increasingly popular in the renewable energy sector 
due to their high level of efficiency in relation to their cost 

(Miller, 2010; Yunus et al., 2019). 
With the broad penetration of these intermittent energy 

sources, power system stability can be affected in the case of 
insufficient control and poor damping. Conceptually and from a 
heuristic standpoint, a system is considered stable if it can 
maintain equilibrium under normal conditions and return to an 
acceptable equilibrium after being disturbed (Prabha, 1994). 
Loss of synchronism between rotating inertias, low voltages, 
natural disturbances, or protection system malfunctions can all 
potentially cause power system instability (Eremia & 
Shahidehpour, 2013).  

Power system stability can be categorized into three main 
types: rotor angle, voltage, and frequency stability. In (Asija et 
al., 2015), MATLAB was used to perform contingency analysis 
and power flow studies on a WSCC 9-bus test system to 
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investigate its stability and dynamics. Recently, the impact of 
DFIG wind turbines on power system stability has gained 
considerable attention due to advances in wind power 
conversion technology. Integrating DFIG wind turbines into 
power systems raises particular concerns regarding small-signal 
stability, which involves the ability to recover and maintain 
equilibrium after minor disturbances.  

Nkosi et al., (2023) analyze small signal stability in power 
systems with Doubly Fed Induction Generators. They review 
the latest advancements in modeling DFIG-based wind farms 
and examine control techniques that improve the damping 
properties of the power system. Squirrel cage induction 
generator (SCIG) and DFIG implementations in a 14-bus IEEE 
system investigate small signal stability in (Chandra et al., 2014), 
and simulation results are reported. As stated in (Bagchi et al., 
2016), analogous functions of Static VAR compensator (SVC) 
and STATCOM are embedded in DFIGs for small signal stability 
requirements. In (Pérez-Londoño et al., 2012), the impact of 
DFIGs on power system voltage stability was studied, and 
deduce that only small-scale wind power penetration preserves 
stability. 

Large power systems face numerous challenges related to 
transient stability. A stable state after a disturbance is called 
post-fault equilibrium, and it indicates the ability of the system 
to return to a pre-fault state following significant disturbances, 
such as faults, overloads, or generator unit failures 
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(Hatziargyriou et al., 2021; Ramanujam, 2010; Xu et al., 2023). 
There has been extensive research aimed at assessing transient 
stability in wind power systems. (Reza et al., 2003) examines 
how the transient stability of the transmission system is affected 
by distributed generation (DG) and analyzes various DG 
technologies and their levels of penetration in the power system. 
In (Morshed, 2020), a coordination strategy using the zero-
dynamics technique to ameliorate the transient stability of IEEE 
39-bus power systems, including doubly-fed induction 
generators (DFIGs), under varying operating conditions. (Xia et 
al., 2018) analyzes the impact of wind power generation on 
power system transient stability during changes in energy flow. 
Specifically examining the effects of wind farms' location, speed, 
and capacity on the stability of the IEEE 14-bus system. The 
study (Pillai et al., 2013) examines the transient stability of wind 
power systems with storage utilizing a central zone controller. 
(Edrah et al., 2015) analyze insightfully the impact of controlling 
and operating the DFIG on the rotor angle stability of power 
systems. They propose addressing this issue by implementing a 
PSS on the reactive control loop for the rotor-side converter 
(RSC) and reconfiguring the grid-side converter (GSC) to 
function as a STATCOM. which aims to minimize the influence 
of the DFIG on the overall stability of the power system. 

The transient stability of wind farms in multi-machine 
power systems can be enhanced using fuzzy controllers based 
on STATCOMs and SVCs, as demonstrated in (M. Hemeida, H. 
Rezk, and M. Hamada, 2018). Meanwhile, simulation results in 
(Fdaili et al., 2021) show that the proposed uncontrolled fault 
current limiter (NCFCL) with reactive power back-up is a better 
approach than crowbar protection for enhancing Fault Ride 
Through (FRT) capabilities. A method for stabilizing rotor angle 
is proposed in (Zheng et al., 2019), which is based on the phase-
amplitude characteristics of grid transient voltage. The impact 
of DFIGs on the system is assessed using an index that reflects 
variations in the acceleration area of synchronous generators. 
The simulation outcomes confirm that the strategy works well. 
(Cai, Dong, & Liao, 2021) examines the dynamic performance 
of wind turbines under extreme grid disturbances, particularly 
through zero-voltage ride-through (ZVRT). During ZVRT, the 
reactive response of a doubly-fed (type-3) wind turbine is 
influenced by the converter's control technique and the steady-
state and transient-state performance of the DFIG. 

Reference (Alsakati et al., 2022) studies adjusting the 
transient stability of a two-zone, four-machine wind energy 
system using the multiple-band power system stabilizer (OMB-
PSS4C). (Eshkaftaki et al., 2020) propose two methods to 
improve the transient and dynamic stability of the local 
synchronous generator (SG). The first method is a genetically 
tuned electromagnetic torque band damping controller 
(ETBDC), and the second method is a reactive power band 
damping controller (RPBDC) utilizing the suggested transient 
controller (TC) for transient stability. Under temporary 
disturbances, the TC transitions the DFIG operation from 
generator to motor speed, while the ETBDC and RPBDC 
significantly improve the dynamic performance of the SG. 

The study (Agarala et al., 2022) presents a new control 
technique called automatic reactive power support (ARS) that 
enhances multi-machine power system stability by injecting 
available reactive power during faults through converters. The 
comparative analysis across different test cases, including 
scenarios with different types of renewable sources, such as 
wind generators like permanent magnet synchronous 
generators (PMSG) and doubly fed induction generators, as well 
as solar PV, demonstrates the effectiveness of the proposed 
control technique in improving system stability and critical 

clearing time. The impacts of a closed-loop DFIG model on the 
transient stability of a power system with high penetration of 
DFIG wind energy are thoroughly examined (Shabani, Kalantar, 
& Hajizadeh, 2021a). An innovative method for real-time 
transient instability (TID) detection is described in (Shabani & 
Kalantar, 2021b). Utilizing a transient energy function, this 
approach is deployed in a power system with a high penetration 
of DFIG wind farms. TID in a shorter time is achieved using the 
proposed strategy, according to simulation findings. 

The issue of power system oscillations poses significant 
concerns in the field of power system stability. Several factors 
may contribute to these oscillations, including torque 
imbalances, insufficient damping, inadequate controller tuning, 
and including interactions between controllers and transmission 
lines compensated by series capacitors (Eremia & 
Shahidehpour, 2013; Prabha, 1994;). Moreover, the frequency 
ranges (0.1-0.8 Hz) and (1-2 Hz) enable the identification of two 
distinct oscillation modes in the power system, namely local and 
inter-area modes. These Electro-Mechanical oscillation modes 
were investigated in previous works as cited in references 
(Avdakovic et al., 2009; Klein, Rogers, & Prabha, 1991; Yang et 
al., 2011). Other studies analyzed and compared various aspects 
of power system stability, including oscillation damping (Edrah 
et al., 2016; Falehi et al., 2012; Li et al., 2022; Thanpisit & 
Ngamroo, 2017; Zhang et al., 2018). The findings of (Edrah et 
al., 2016) indicate that incorporating conventional fixed 
parameter PSS into the reactive power control loop of the DFIG 
rotor-side converter has a favorable damping effect across 
various operating conditions. In addition, the study 
demonstrates that DFIG-based wind farms equipped with the 
suggested farm-level PSS exhibit superior effectiveness in 
attenuating power system oscillations compared to PSS used in 
Synchronous Generators.  Moreover, it is possible to enhance 
power system stability by optimizing and coordinating 
additional controllers based on SVCs and PSSs, using a genetic 
algorithm (GA) as proposed by (Falehi et al., 2012). 
Furthermore, the optimization model for power oscillation 
dampers (POD) parameters described by (Li et al., 2022) 
incorporates the constraint of the DFIG to mitigate the 
oscillations of both the DFIG and the power grid. Per small-
signal and transient stability measurements, the PSS and POD 
recommended in the study by (Thanpisit & Ngamroo, 2017) 
show noticeably better damping performance than traditional 
PSS and POD controllers in various operating conditions and 
fault scenarios. Per (Zhang et al., 2018), nter-area modes can be 
effectively suppressed by employing both PSS and TCS in 
interconnected power systems of New England and New York, 
as shown by the implementation of a specific design approach. 

In contrast, based on the author's review, very few 
publications are available in the literature that address the issue 
of transient stability in parallel with damping power oscillation 
types (Gurung & Kamalasadan, 2020; He et al., 2022; Morshed 
& Fekih, 2019; Yu et al., 2018). A model-based reduced-order 
optimal oscillation damping controller (OODC) for a large-scale 
wind farm with a dual-fed induction generator was 
demonstrated in (Gurung & Kamalasadan, 2020). Simulation 
results using a matched IEEE 68 bus network demonstrate that 
the suggested OODC effectively improves the inter-area mode 
damping of the system. (He et al., 2022) proposes a combined 
approach of STATCOM, POD controller, and PSSs to enhance 
power system stability. An intelligent optimization algorithm, 
integrating GA and particle swarm algorithm (PSO), is 
implemented to surmount local convergence challenges. 
Numerical simulations on IEEE systems demonstrate the 
effectiveness of the method in suppressing low-frequency 
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power oscillation in the wind-PV-thermal-bundled (WPTB) 
systems. The study in (Morshed & Fekih, 2019) proposes a 
modified imperialist competitive algorithm (MICA) and a 
stochastic eigenvalue approach to combine the power system 
stabilizers settings of the synchronous generator, the power 
oscillation dampers of the DFIG, and the controllers of the static 
synchronous compensator to improve the dynamic stability of 
the power system. The proposed solution tests on a modified 
39-bus New England power system under different wind 
conditions. The performance of the system evaluates using 
time-domain analysis, eigenvalue mapping, and robustness 
analysis. Reference (Yu et al., 2018) introduce an innovative 
strategy called Improved Adaptive Phasor Power Oscillation 
Damping (EAPPOD) to adjust for time-varying communication 
latencies and mitigate low-frequency oscillations in inter-area 
signals due to external disturbances in a complex power system 
with DFIG wind farm. 

The current paper examines the impact of a DFIG wind 
farm on the transient stability and dynamic performance of a 
modified nine-bus WSCC power system. Despite encouraging 
advancements in previous studies (Gurung & Kamalasadan, 
2020; He et al., 2022; Morshed & Fekih, 2019; Yu et al., 2018), 
detailed investigations into voltage stability and reactive power 
support are still needed.  

The paper begins with discussing the influence of high 
penetration of wind sources on power system reliability and 
stability, then provides a brief statement on power system 
stability classifications. The topic of transient stability of large 
power systems, including DFIG wind farms, then analyzes in 
depth, emphasizing the notion and nature of oscillation in power 
systems. The paper explains the primary purpose of power 
system stabilizers, which is to maintain rotor angle stability after 
a large disturbance and effectively handle the two types of 
oscillations. Further, the main objective of the STATCOM 
equipment is providing enough reactive power to recover the 
voltage profile safely under harsh operating conditions. Finally, 
the paper suggests a combination of PSSs/STATCOM to 
address both the rotor angle stability problem and provide 
strong reactive power support in the event of a three-phase grid 
fault and significant wind power penetration. The study uses the 
MATLAB-based Power System Analysis Toolbox (PSAT) to 
measure the system performance. 

2. System Modeling 

The dynamic models of synchronous machines that are 
suitable for stability investigations have been thoroughly 
discussed in (Prabha, 1994; Shabani et al 2021a). This section 
focuses primarily on DFIG modeling. DFIG wind turbines 
connect properly to the power grid through back-to-back 
converters, as depicted in Figure 1. 
 
2.1 DFIG dynamic modeling 

Details of the DFIG-based wind turbine’s mathematical 
modelling as well as its electrical equations can be found in 
(Tang et al., 2018; Yang et al., 2016). As a result, utilizing the 
extensive set of equations in (Muñoz & Cañizares, 2011) that 
describe the DFIG model, certain assumptions can be made. 
Specifically, the stator and rotor flux dynamics are faster 
compared to grid dynamics. Additionally, the converter controls 
decouple the generator and grid interactions. Based on these 
assumptions, the following outcomes can be derived: 

𝑣𝑑𝑠 = −𝑅𝑠𝑖𝑑𝑠 + (𝑥𝑠 + 𝑥𝑚)𝑖𝑞𝑠 + 𝑥𝑚𝑖𝑞𝑟                                   (1) 

𝑣𝑞𝑠 = −𝑅𝑠𝑖𝑞𝑠 − (𝑥𝑠 + 𝑥𝑚)𝑖𝑑𝑠 + 𝑥𝑚𝑖𝑑𝑟                                   (2) 

For the rotor circuit:  

𝑣𝑑𝑟 = −𝑅𝑟𝑖𝑑𝑟 − (1 + 𝜔)((𝑥𝑟 + 𝑥𝑚)𝑖𝑞𝑟 + 𝑥𝑚𝑖𝑞𝑠)       (3) 

𝑣𝑞𝑟 = −𝑅𝑟𝑖𝑞𝑟 − (1 − 𝜔)((𝑥𝑟 + 𝑥𝑚)𝑖𝑑𝑟 + 𝑥𝑚𝑖𝑑𝑠)       (4) 

 
Where 𝑣𝑑𝑠, 𝑣𝑞𝑠, 𝑣𝑑𝑟 , 𝑣𝑞𝑟 are dq components of the stator and 

rotor voltages. 𝑖𝑑𝑠, 𝑖𝑞𝑠, 𝑖𝑑𝑟 , 𝑖𝑞𝑟 are the d and q axes stator and 

rotor currents. 𝑅𝑠 , 𝑅𝑟 are the resistances of both the stator and 
the rotor. 𝑥𝑠 , 𝑥𝑟, 𝑥𝑚 stator, rotor, and mutual inductances. 𝜔 is 
the rotor speed.   

The electromagnetic torque may therefore be expressed as:  

𝑇𝑒 = 𝑥𝑚(𝑖𝑞𝑟𝑖𝑞𝑠 − 𝑖𝑑𝑠𝑖𝑑𝑟)                                                     (5) 

 
Additionally, the active and reactive powers for both the stator 
and rotor can be expressed as follows: 
 
𝑃𝑠 = 𝑣𝑑𝑠𝑖𝑑𝑠 + 𝑣𝑞𝑠𝑖𝑞𝑠                                                     (6) 

𝑄𝑠 = 𝑣𝑞𝑠𝑖𝑑𝑠 − 𝑣𝑑𝑠𝑖𝑞𝑠                                                     (7) 

𝑃𝑟 = 𝑣𝑑𝑟𝑖𝑑𝑟 + 𝑣𝑞𝑟𝑖𝑞𝑟                                                     (8) 

𝑄𝑟 = 𝑣𝑞𝑟𝑖𝑑𝑟 − 𝑣𝑑𝑟𝑖𝑞𝑟                                                     (9) 

 
With 𝑃𝑠 , 𝑄𝑠 are the active and reactive powers, while the rotor 
active and reactive powers are presented by 𝑃𝑟 , 𝑄𝑟 in that order. 
Finally, the total active and reactive powers 𝑃𝑡𝑜𝑡 , 𝑄𝑡𝑜𝑡 
exchanged with the grid:  

𝑃𝑡𝑜𝑡 = 𝑃𝑠 + 𝑃𝑟                                                                   (10) 
𝑄𝑡𝑜𝑡 = 𝑂𝑠 + 𝑄𝑟                                                                   (11) 

With vector control of the DFIG, the active and reactive 
powers are decoupled by orienting the rotor reference frame. 
The q-axis current component governs active power, while the 
d-axis component controls reactive power. To ensure precise 
dynamic and steady-state operation of the DFIG, the rotor 𝑑𝑞 
current limits can be accurately calculated: 

𝑖𝑞𝑟𝑚𝑎𝑥
≈ −

𝑥𝑠+𝑥𝑚

𝑥𝑚
𝑃𝑚𝑖𝑛                                                 (12) 

Fig. 1 A grid-connected DFIG wind system's typical configuration. 

 

 
Fig. 2 Power system stabilizer type II block diagram. 
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𝑖𝑞𝑟𝑚𝑖𝑛
≈ −

𝑥𝑠+𝑥𝑚

𝑥𝑚
𝑃𝑚𝑎𝑥                                                 (13) 

𝑖𝑑𝑟𝑚𝑎𝑥
≈ −

𝑥𝑠+𝑥𝑚

𝑥𝑚
𝑄𝑚𝑖𝑛 −

𝑥𝑠+𝑥𝑚

𝑥𝑚
2                                   (14) 

𝑖𝑑𝑟𝑚𝑖𝑛
≈ −

𝑥𝑠+𝑥𝑚

𝑥𝑚
𝑄𝑚𝑎𝑥 −

𝑥𝑠+𝑥𝑚

𝑥𝑚
2                                  (15) 

 
With 𝑃𝑚𝑎𝑥 , 𝑃𝑚𝑖𝑛, 𝑄𝑚𝑎𝑥 , and 𝑄𝑚𝑖𝑛 are the DFIG’s max-min active 
and reactive powers. 

2.2 Power system stabilizer (PSS) 

Negative damping in synchronous machines is primarily 
caused by delays in the field winding excitation. To mitigate this 
issue, Power System Stabilizers (PSS) are designed to 
counteract the destabilizing effect of these delays at critical 
frequencies between 1.0-2.0 Hz (Ramanujam, 2010). A typical 
configuration of a PSS is shown in Figure 2. The phase 
compensation block provides the necessary phase lead to the 
speed deviation signal. Practical PSS designs may utilize 
multiple lead-lag blocks for phase compensation. The washout 
block, with time constant 𝑇𝑤 typically 0.1 to 20 seconds, 
prevents the PSS signal from introducing DC bias into the 
voltage regulator setpoint. The damping factor 𝐾𝑝𝑠𝑠 is a good 

measure of the damping amount. The anti-windup limiter 
controls the output signal 𝒗𝒔 dynamics, which has a small time 

constant 𝑇∈ = 0.001s (Milano, 2008). Note that the input signal 

in our study 𝑣𝑠𝑖 is the rotor speed variation Δω . The PSS type II 
Differential-Algebraic Equations are given as follows: 
 
�̇�1 = −(𝐾𝑤𝑣𝑠𝑖 + 𝑣1)/𝑇𝑤                                                 (16) 

�̇�2 = ((1 −
𝑇1

𝑇2
)(𝐾𝑤𝑣𝑠𝑖 + 𝑣1) − 𝑣2)/𝑇2 

�̇�3 = ((1 −
𝑇3

𝑇4
)(𝑣2 + (

𝑇1

𝑇2
(𝐾𝑤𝑣𝑠𝑖 + 𝑣1))) − 𝑣3)/𝑇4 

 
Fig. 3 STATCOM’s basic model. 
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Fig. 4  WSCC 9 Bus test system in PSAT. (a) Original test system. (b) Modified test system (Case1). (c) Modified test system (Case2). (d) 

Modified test system (Case3). 
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�̇�𝑠 = (𝑣3 +
𝑇3

𝑇4
(𝑣2 + (

𝑇1

𝑇2
(𝐾𝑤𝑣𝑠𝑖 + 𝑣1)) − 𝑣𝑠)/𝑇∈ 

 
 With 𝑇1, 𝑇2, 𝑇3, 𝑇4 are the time constants for the 1 𝑠𝑡,2 𝑛𝑑, 3 𝑟𝑑 
and the 4 𝑡ℎ stabilizers. 𝑣1, 𝑣2, 𝑣3 are the state variables. 
 

2.3 Static synchronous compensator (STATCOM) 

A static synchronous compensator (STATCOM) provides 
reactive power compensation by connecting in parallel with the 
power system. It utilizes solid-state switching converters 
supplied by capacitors or other energy storage elements 
(Hemeida et al 2018). Similar to a static VAR compensator 
(SVC), the STATCOM stabilizes transmission voltage through 
reactive shunt compensation. However, it can operate as either 
a voltage-sourced or current-sourced converter (Kothari & 

Nagrath, 2019). The STATCOM is versatile, capable of 
harmonic filtering, stability enhancement, and preventing 
voltage collapse. Integrating a STATCOM with wind generation 
can significantly improve system performance and stability 
(Hemeida et al 2018; Qiao et al., 2009). Figure 3 illustrates the 
model of a STATCOM device. 

To transmit reactive power from a STATCOM (𝑄𝑐) to a 
power system, the device's voltage magnitude can be controlled 
using equation (17): 
 

𝑄𝑐 =
𝑉(𝑉𝑐−𝑉)

𝑋𝑡
                                                             (17) 

 
With V is the grid voltage, 𝑉𝑐 representing STATCOM output 
voltage, and  𝑋𝑡 the leakage reactance. 

 
3.   The simulation model description 

Figure 4 summarizes the tested model configurations. The 
work utilizes the standard WSCC 9-bus power system model 
with a 100 MVA, 60 Hz base. Three synchronous generators are 
connected to buses 1, 2, and 3, with bus 1 as the slack bus and 
buses 2 and 3 as PV buses. Additionally, there are three PQ load 
buses interconnected at buses 5, 6, and 8, which connect to the 
rest of the system through six transmission lines, as manifested 
in Figure 4a. The specific system data used in the simulations is 
provided in detail in the Appendix. 

The simulations were performed using the PSAT toolbox, 
a freely available MATLAB-based software for power system 
analysis (Milano, 2008). PSAT provides a comprehensive 
graphical interface and Simulink-based network editor, enabling 
convenient evaluation of system dynamics. The toolkit also 
features graphical user interfaces for constructing electrical 
schematics and multi-machine networks using pictorial blocks 
(Kumar et al., 2020). 

To evaluate the performance of the WSCC test system, a 
DFIG wind farm was integrated at bus 6 through a low im 
pedance transmission line. Bus 6 was strategically chosen for 
the wind farm connection to effectively assess the overall 
system stability. The first test scenario subjected the 
reconfigured system to a three-phase fault at bus 6 without PSS 
and STATCOM controls (Figure 4b). The fault persisted for five 
cycles between t = 3 s and t = 3.083 s. The second scenario 
added PSS controllers to the AVR systems of all synchronous 
generators (Figure 4c). Finally, the third case incorporated a 
STATCOM device at bus 6. The last case configuration is 
illustrated in Figure 4d. 

 

4.   Simulation results and discussion 

The trapezoidal integration method, widely recognized as 
a reliable and stable approach for diverse test scenarios, was 
utilized for the time-domain simulations. Notably, the upcoming 
subsection (4.1) will elaborate on the findings and results 
presented in Figures 5-9 and Table 1. 
 
4.1 Time-domain simulation results 

This section evaluates the rotor angle 𝛿, angular velocity 
𝜔 of the synchronous generators, the DFIG’s produced power 
𝑃𝐷𝐹𝐼𝐺 , and the 𝑑𝑞 component of the rotor currents 𝑖𝑑𝑟 and 𝑖𝑞𝑟. 

The three test cases are compared under wind power 
penetration levels of 0.2, 0.4, and 0.6 p.u. Table 1 summarizes 
the observed overshoots and undershoots for the simulated 
parameters. 
 
a. Comparison with 𝑃𝐷𝐹𝐼𝐺 = 0.2  𝑝. 𝑢. (all cases) 

Large-disturbance rotor angle stability is a critical aspect 
of transient stability in power systems. It refers to the ability of 
synchronous generators to maintain synchronism and steady 
rotor angles when subjected to significant disturbances such as 
faults, sudden load changes, or transmission line outages. Rotor 
angle stability analysis focuses on controlling and minimizing 
rotor angle deviations during and after major system 
disturbances. Loss of synchronism between generators leads to 
unstable angular oscillations and system collapse (Prabha, 1994; 
Xu et al., 2023).  

The system as a whole appears stable, as plotted in Figs 
5(a & b) and Figs 6(a & b). Figure 5a shows the power angles of 
the three generating units. For 𝛿1, the no-control case has an 
over shoot of (+0.6546 rad, +37.5°) and undershoot of (-1.2213 
rad, -70°) due to the slack bus response after the fault. The PSS, 
with high gain (𝐾𝑤,=50) and fast time constant (𝑇𝑤,=0.1s), 
rapidly applies corrective damping but initially overshoots 
(+0.73625 rad, +42.16°). However, it significantly reduces the 
undershoot by nearly 50% to (-0.68035 rad, -38.98°). With PSS 

 
(a) 

 

 
(b) 

Fig. 5 Time-domain simulation results with (𝑷𝑫𝑭𝑰𝑮 = 0.2 p.u.). (a) 
Power angles, (b) Rotor angular speeds. 
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and STATCOM, the overshoot further drops from +42.16° to 
+38.29°, while the undershoot is halved again from -38.98° to -
18.44° with fastest 2% settling time of 10.9s. Regarding 𝜹𝟐, in 
the first case has a maximum overshoot of +43.8° and 
undershoot of -73.4° due to the high power output. The PSS 
slightly increases the overshoot to +44.06° but reduces the 
undershoot by 45.6% to -39.93°. With PSS and STATCOM, the 
overshoot decreases to +38.98° and undershoot drops further 
by 53.46% to -18.55°. As for 𝜹𝟑, the first case exhibits a 
maximum peak of (+0.627 rad, +35.9°), and the lowest value 
reaches (−1.2248 rad, −70.1°). These large angle deviations are 

attributed to the third generator having the lowest inertia of 6.3 
seconds. In spite of this, with the implementation of the PSS, it 
counterbalances the fast response of the low-inertia generator, 
resulting in a larger power angle deviation of +29.42% (46.04°). 
Conversely, the lower band experiences a significant reduction 
of 44.62% to (-38.07°). Subsequently, both peaks are further 
lowered to 42.16° and -20.23°, respectively, following the 
integration of the STATCOM. 

Figure 5b shows the rotor angular velocities 𝜔1, 𝜔2, and 
𝜔3In case 1, the initial overshoot was +0.4% (+0.24 Hz) in 𝜔1 
and +0.6% (+0.36 Hz) in 𝜔2. However, in both the 2nd and the 
3rd cases, overshoots noticeably reduced to +0.3% (+0.18 Hz) 
in 𝜔1 and +0.5% (+0.30 Hz) in 𝜔2. For the minimum points, 𝜔1 
undershoot declined by 32.3% to -0.23% (-0.138 Hz), while 𝜔2 
declined by 37.04% to -0.34% (-0.204 Hz). Generator 1, with an 
inertia of 47s, had a slower, reduced response to disturbances, 
resulting in decreased overshoots. In contrast, Generator 2, with 
an inertia of 12.8s, exhibited a faster response with larger peaks. 
Regarding 𝜔3, all cases had identical overshoots of +0.7% 
(increase of 0.42Hz). The fast response of the 3rd generator with 
low inertia (6.2s) to faults provides insufficient time for the 
PSS/STATCOM to fully handle the initial overshoot. Yet, the 
undershoot experienced a considerable reduction of 40.74% 
from (-0.54%, 0.334Hz) in the 1st case to (-0.32%, 0.192Hz) in 
both subsequent cases. The three curves settle in around 32 
seconds. 

 The three generators have inertias of 47.2, 12.8 and 6.2 
seconds, respectively. Higher inertia provides for greater 
energy storage, damping, time constants, and synchronizing 
power. These factors reduce the sensitivity of rotor speed to 
disturbances, resulting in improved system stability and 
resilience against fluctuations in mechanical torque (Denholm et 
al., 2020, Eriksson et al., 2018). Moreover, Table 1 and Figs 5(a 
& b) demonstrate that even with +20MW wind penetration, the 
system can exhibit instability characterized by Low Frequency 
Oscillations (LFO) in both 𝛿 and 𝜔. However, stability is 
significantly enhanced by the PSS/STATCOM combination, as 
evidenced by the reduced damped oscillations and peak values. 

The plots 6(a & b) illustrate the DFIG’s produced power 
𝑃𝐷𝐹𝐼𝐺 and the 𝑑𝑞 rotor currents, correspondingly. Case 2 has the 
highest power peak at +27.4%, corresponding to the maximum 
power angle deviations. Conversely, case 1 has the lowest 
undershoot of -16.75%. With PSS and STATCOM in case 3, the 
overshoot reduces to +25.65% while the undershoot 
substantially decreases to -8.8%. The power signal shows 
effective damping characteristics over time. Notably, case 3 has 
the fastest 2% settling time of 15.4 seconds, indicating rapid 
dynamic response. 

Based on equations (12-15), minimum undershoots of -0.7 
p.u. and -0.93 p.u. are observed for 𝑖𝑑𝑟_𝑚𝑖𝑛 and 𝑖𝑞𝑟_𝑚𝑖𝑛 

respectively in all cases at fault inception. In case 1, 𝑖𝑑𝑟 peaks at 
+17.01% (𝑄𝑚𝑖𝑛 of 0.0761 p.u.), while 𝑖𝑞𝑟_𝑚𝑎𝑥 reaches +56.21%, 

increasing 𝑃𝐷𝐹𝐼𝐺 by +3.75%. With PSS, 𝑖𝑑𝑟 drops by -42.05% 
(𝑄𝑚𝑖𝑛 of 0.0107 p.u.), confirming its indirect voltage control 
contribution. Meanwhile, 𝑖𝑞𝑟_𝑚𝑎𝑥 peaks at +56.63%, reflecting 

the +3.75% 𝑃𝐷𝐹𝐼𝐺 rise. The peaks occur at t=4.54s for 𝑖𝑑𝑟_𝑚𝑎𝑥 
and t=3.121s for 𝑖𝑞𝑟_𝑚𝑎𝑥. In case 3, 𝑖𝑑𝑟 substantially decreases 

by 76.38% to 2.33% (𝑄𝑚𝑖𝑛 of -0.0105 p.u.), indicating reactive 
power absorption. This significant reduction results from the 
additional reactive support by the STATCOM, further 
evidenced by the decreased over-voltage at bus 10 in Table 2. 
Conversely, 𝑖𝑞𝑟 increases by 38.41%, representing a 4% rise in 

wind farm output. Alongside the power boost, case 3 has the 
shortest 2% settling times for both currents at t=4.16s and 
t=8.88s for 𝑖𝑑𝑟 and 𝑖𝑞𝑟 respectively. 

 
(a) 

 

 
(b) 

 

 

(c) 

 

(d) 
Fig. 6 Time-domain simulation results  (a) DFIG power with (𝑷𝑫𝑭𝑰𝑮 = 
0.2 p.u.), (b) Rotor dq currents (𝑷𝑫𝑭𝑰𝑮= 0.2 p.u.), (c) Power angles (𝑷𝑫𝑭𝑰𝑮 
= 0.4, 0.6 p.u.), (d)  Rotor angular speeds (𝑷𝑫𝑭𝑰𝑮 = 0.4, 0.6 p.u.). 
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b. Comparison with 𝑃𝐷𝐹𝐼𝐺 = 0.4  𝑝. 𝑢., 0.6 p.u. (case1) 

Figures 6(c & d) and Figs 7(a & b) show that case 1 
becomes unstable at t = 22.4s and t = 12.8s for 0.4 p.u. and 0.6 
p.u. wind penetration, in turn. Specifically, at 0.6 p.u., voltages 
on buses 5, 6, 8, 10, and 11 undergo catastrophic failure. The 
DFIG rotor currents reach minimum limits, triggering the speed 
and voltage controller anti-windup mechanisms to prevent 
over-currents in the converters and maintain powers and 
currents within limits. However, the generator power angles still 
diverge and rotor speeds display completely undamped 
behavior with very slow dynamic divergence. 
 

c-Comparison with 𝑃𝐷𝐹𝐼𝐺 = 0.4  𝑝. 𝑢. (case 2 and 3)  

Figures 7(c, d, & e), and 8a depict demonstrate system 
stability under the specified conditions. Compared to 0.2 p.u., 
adding PSS in case 2 decreases the power angle overshoots by 
14.5%, 9.2%, and 16.86% for 𝛿1, 𝛿2, and 𝛿3 respectively, as 
shown in Fig. 7c and Table 1. This is attributed to the extra 0.53s 
inertia from the DFIG. With PSS and STATCOM damping in 
case 3, the angles further reduce to 30.97°, 33.85°, and 36.14°, 
changed by -14.12%, -15.38%, and -5.57% correspondingly. 
Regarding undershoots, case 2 has lower values versus case 1: 
-13.87% for 𝛿1, -13.75% for 𝛿2, and -24.6% for 𝛿3, unlike at 20 
MW. Moreover, case 3 optimizes these minimums substantially 
with declines of -52.7%, -53.4%, and -42.9% for the angles 
respectively. Case 3 also exhibits the fastest 2% settling time of 
13.05 seconds. 

For rotor speeds 𝜔1, 𝜔2, and 𝜔3, cases 2 and 3 have similar 
overshoots of +0.3%, +0.5%, and +0.7% and undershoots of -
0.21%, -0.37%, and -0.3% respectively. However, compared to 
0.2 p.u., the undershoots in case 2 decrease by -8.70% for 𝜔1 
and -6.25% for 𝜔3, while 𝜔2 increases by +8.82% due to the 

DFIG's added 0.53s inertia influencing system dynamics. The 
three units resynchronize in approximately 14.2 seconds, as 
shown (Fig 7d).  

The generated power and the 𝑑𝑞 rotor currents are 
pictured in Figures 7e and 8a, in that order. Adding the 
STATCOM in case 3 reduces the power peaks from (+12.75%, 
-5.6%) in case 2 to (+10.92%, -3.475%), decreasing them by -
14.35% and -37.95% respectively, with a 2% settling time of 
12.05s. As stated before, 𝑖𝑑𝑟_𝑚𝑎𝑥 and 𝑖𝑞𝑟_𝑚𝑖𝑛 are the minimum 

points. In case 2, 𝑖𝑑𝑟 peaks at +7.9% (𝑄𝑚𝑖𝑛 of -0.0511 p.u.), while 
max 𝑖𝑞𝑟 reaches +19.3%, increasing turbine power by +3.225%. 

Versus case 1, 𝑖𝑑𝑟 shows a smaller +0.37% rise (𝑄𝑚𝑖𝑛 of -0.0236 
p.u.), while 𝑖𝑞𝑟 exhibits a larger +32% growth corresponding to 

a +2.85% power increase. The peaks occur at t=4.5s for 𝑖𝑑𝑟 and 
t=3.128s for 𝑖𝑞𝑟. The currents settle to 2% pre-fault value at 

t=4.54s and t=6.04s. 

d-Comparison with 𝑃𝐷𝐹𝐼𝐺 = 0.6  𝑝. 𝑢. (case 2 and 3)  

Figure 8b plots the power angles of the three generators. 
Compared to 0.4 p.u., case 2 shows reduced overshoot peaks of 
-15.59%, -23.20%, and -5.58% for 𝛿1, 𝛿2, and 𝛿3 in turn, while 
the minimums decrease by -10.63%, 2.82%, and 13.2% 
respectively. In case 3, overshoots are further lowered by -
17.28%, -3.39%, and -14.56%, and minimums are optimized with 
reductions of -47.47%, -55.16%, and -37.94% for the angles, 
reaching steady state after 27s. These results validate the 
enhanced system stability provided by additional damping 
support from the wind generation and controllers. Prior work by 
(Edrah et al., 2015; He et al., 2022; Shahgholian & Izadpanahi, 
2016) supports utilizing wind farms for stability improvement.  

Table 1 and Figure 8c show identical rotor velocity 
overshoots for both cases 2 and 3. However, the minimums 

Table 1  
Overshoots and undershoots of 𝛿𝑠𝑦𝑛, 𝜔𝑠𝑦𝑛, 𝑃𝐷𝐹𝐼𝐺 , 𝑖𝑑𝑟 , 𝑖𝑞𝑟, 𝐼𝑠𝑡𝑎𝑡𝑐𝑜𝑚 for all cases. 

 Case 1 (No PSS/No STATCOM)   Case 2 (Only PSS)                                    Case 3 (PSS + STATCOM) 

 0.2 p.u. 0.4 p.u./ 0.6 p.u. 
 

Instable 
 

Instable 
 

Instable 
 
 
 

Instable 
 

Instable 
 
 

Instable 
 
 

Instable 
 
 

Instable 
 
 

Instable 
 
 

Instable 
 
 

0.2 p.u. 0.4 p.u. 0.6 p.u. 0.2 p.u. 0.4 p.u. 0.6 p.u. 

𝛿1 (rad) 
0.6546 

(+37.5 °) 
0.73625 

 (+42.16 °) 
0.6574 

(+36.06 °) 
0.5314 

(+30.44 °) 
0.66815 

(+38.29 °) 
0.5406 

(+30.97 °) 
0.4399 

(+25.18 °) 

 
−1.2213 

(-70°) 
-0.68035 
(-38.98 °) 

- 0.5858 
(-33.56 °) 

-0.5235 
(-29.98 °) 

-0.32185 
(-18.44 °) 

−0.2767 
(-15.85 °) 

-0.2748 
(- 15.75°) 

 

𝛿2 (rad) 
0.764 

(+ 43.8°) 
0.769 

(+44.06 °) 
0.698 

(+40 °) 
0.624 

(+35.72 °) 
0.68 

(+38.98 °) 
0.59 

(+33.85 °) 
0.518 

(+29.68 °) 

 
−1.2826 
(-73.4 °) 

-0.6974 
(-39.93 °) 

-0.6011 
(-34.44 °) 

-0.5845 
(-33.47 °) 

-0.3238 
(-18.55 °) 

-0.2798 
(-16.03 °) 

-0.2645 
(-15.17 °) 

 

𝛿3 (rad) 
0.627 

(+35.9 °) 
0.803 

(+46.04 °) 
0.668 

(+38.27 °) 
+0.631 

(+36.14 °) 
0.737 

(+42.16 °) 
0.63 

(+36.14 °) 
0.539 

(+30.9 °) 

 
−1.2248 
(- 70.1°) 

-0.6641 
(-38.07 °) 

-0.501 
(-28.7 °) 

-0.4346 
(-24.89 °) 

-0.3531 
(- 20.23°) 

-0.2856 
(−16.36 °) 

-0. 2701 
(-15.47 °) 

𝜔1 (rad/s) 
+0.4%(+0.24Hz) +0.3%(+0.18Hz) +0.3%(+0.18Hz) +0.3%(+0.18Hz) +0.3%(+0.18Hz) +0.3%(+0.18Hz) +0.3%(+0.18Hz) 

-0.34%(-0.204Hz) -0.23%(-0.138Hz) -0.21%(-0.126Hz) -0.22%(-0.132Hz) -0.21%(-0.126Hz) -0.21%(-0.126Hz) -0.18%(-0.108Hz) 

𝜔2 (rad/s) 
+0.6%(+0.36Hz) +0.5%(+0.36Hz) +0.5%(+0.3Hz) +0.5%(+0.3Hz) +0.5%(+0.3Hz) +0.5%(+0.3Hz) +0.5%(+0.3Hz) 

-0.54%(-0.324Hz) -0.34%(-0204Hz) -0.37%(+0.222Hz) -0.39%(-0.234Hz) -0.33%(-0.198Hz) -0.37%(-0.222Hz) -0.35%(-0.21Hz) 

𝜔3 (rad/s) 
+0.7%(+0.42Hz) +0.7%(+0.42Hz) +0.7%(+0.42Hz) +0.7%(+0.42Hz) +0.7%(+0.42Hz) +0.7%(+0.42Hz) +0.7%(+0.42Hz) 

-0.54%(-0.324Hz) -0.32%(-0.192Hz) -0.3%(-0.18Hz) -0.31%(-0.186Hz) -0.31%(-0.186Hz) -0.3%(-0.18Hz) -0.21%(-0.126Hz) 

𝑃DFIG (p.u.) 
+21. 5% +27.4% +12.75% +7.83% +25.65% +10.92% +6.32% 

-16.75% -16.05% -5.6% -3.78% -8.8% -3.475% -2.32% 

𝑖dr (p.u.) 
+17.01% +9.86% +7.9% +5% +2.33% +0.37% +0.42% 

𝑖drmin
 𝑖drmin

 𝑖drmin
 𝑖drmin

 𝑖drmin
 𝑖drmin

 𝑖drmin
 

𝑖qr (p.u.) 
+56.21% +56.63% +19.3% +8.53% +78.38% +32% +16.81% 

𝑖qrmin
 𝑖qrmin

 𝑖qrmin
 𝑖qrmin

 𝑖qrmin
 𝑖qrmin

 𝑖qrmin
 

𝐼Statcom (p.u.) — — — — — — 
𝑖statcom_max 

-0.3143 

𝑖statcom_max 

-0.3105 

𝑖statcom_max 

-0.2932 
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decrease by -18.18%, -10.26%, and -32.26% with the STATCOM 
addition in case 3. Compared to 0.4 p.u., the PSS and STATCOM 

combination reduces the power peaks from (+7.83%, -5.6%) in 
case 2 to (+6.32%, -3.475%) in case 3, decreasing them by -

 
          (a) 

 

 
          (b) 

 

 
                (c)  

 

 
                     (d) 

 

 

       (e) 

 

 
 
 
 
 
 
 

 
Fig. 7 Time-domain simulation results (a) DFIG power with (𝑷𝑫𝑭𝑰𝑮 
= 0.4, 0.6 p.u.), (b) Rotor dq currents (𝑷𝑫𝑭𝑰𝑮= 0.4, 0.6 p.u.), (c) Power 
angles (𝑷𝑫𝑭𝑰𝑮 = 0.4 p.u.), (d)  Rotor angular speeds (𝑷𝑫𝑭𝑰𝑮 = 0.4 
p.u.), (e) DFIG power (𝑷𝑫𝑭𝑰𝑮 = 0.4 p.u.). 
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(b) 

 

 
(c) 

 

 
 
 
 
 
 
 

Fig. 8 Time-domain simulation results (a) Rotor dq currents (𝑷𝑫𝑭𝑰𝑮 
= 0.4  p.u.), (b) Power angles (𝑷𝑫𝑭𝑰𝑮 = 0.6 p.u.), (c) Rotor angular 
speeds (𝑷𝑫𝑭𝑰𝑮 = 0.6 p.u.). 
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19.28% and -38.62% respectively. This also represents 
respective declines of -42.01% and -49.92% versus case 2. 
Additionally, the 2% settling time for power shortens to 8.17s 
faster, as depicted in plot 9a. 

Likewise, Figure 9b conveys the DFIG’s rotor currents. In 
case 2, 𝑖𝑑𝑟_𝑚𝑎𝑥 reaches +5% (𝑄𝑚𝑖𝑛 ≈ 0.0573 p.u.), while max 𝑖𝑞𝑟 

is +8.53%, increasing P_DFIG by +3.1%. However, in case 3, 
𝑖𝑑𝑟 peaks at +0.42% (𝑄𝑚𝑖𝑛 ≈ -0.0115 p.u.), while 𝑖𝑞𝑟_𝑚𝑎𝑥 rises to 

+16.81%, reflecting a +2.93% 𝑃𝐷𝐹𝐼𝐺 increment per equation 12. 
The peaks occur at t=4.55s and t=3.128s for 𝑖𝑑𝑟 and 𝑖𝑞𝑟 

consecutively. Notably, case 3 has the fastest settling times at 
t=4.2s an d t=5.67s for the 𝑑𝑞 currents. 

Figure 9c exhibits the STATCOM currents. Despite being 
a current source, the STATCOM controls voltage while 
providing reactive power. During the t=3s fault, 𝑉6 drops -98.5% 
to 0.01154 p.u. The STATCOM responds by generating max 
𝑄𝑠𝑡𝑎𝑡𝑐𝑜𝑚=2.7 Mvar at maximum current to restore 𝑉6. After fault 
clearance at t=3.128s, it absorbs (-28.4 Mvar), (-30.1 Mvar), and 
(-30.4 Mvar) for 60 MW, 40 MW, and 0.2 p.u. 𝑃𝐷𝐹𝐼𝐺 levels 
respectively to regulate 𝑉6. Thus, higher wind penetration leads 
to less reactive power absorption post-fault. 𝑉6 is maintained at 
1.027 p.u. at steady state regardless of wind level. The currents 
settle in approximately 10.5 seconds. 
 

Table 2 
Bus voltage 𝑉1, 𝑉2, 𝑉3, 𝑉6, 𝑉10 (at t=3.5s) 

 Case 1 (No PSS/No STATCOM) Case 2 (Only PSS) Case 3 (PSS + STATCOM) 

 0.2 p.u. 0.4 p.u. 0.6 p.u. 0.2 p.u. 0.4 p.u. 0.6 p.u. 0.2 p.u. 0.4 p.u. 0.6 p.u. 

𝑉1 (p.u.) +1.44%(1.04) +1.54%(1.04) +1.73%(1.04) +1.92%(1.04) +1.44%(1.04) +0.87%(1.04) +1.54%(1.04) +1.06%(1.04) +0.48%(1.04) 

𝑉𝟐 (p.u.) +1.36%(1.025) +1.46%(1.025) +1.56%(1.025) +0.78%(1.025) +0.49%(1.025) +0.29%(1.025) +0.59%(1.025) +0.49%(1.025) +0.10%(1.025) 

𝑉𝟑 (p.u.) +1.07%(1.025) +1.17%(1.025) +1.27%(1.025) -0.78%(1.025) -0.98%(1.025) -1.07%(1.025) -1.17%(1.025) -1.27%(1.025) -1.46%(1.025) 

𝑉𝟔 (p.u.) +1.95%(1.027) +2.24(1.027) +2.43%(1.027) +1.56%(1.027) +1.46%(1.027) +1.17%(1.027) +0.19%(1.027) +0.19%(1.027) +0.1%(1.027) 

𝑉𝟏𝟎 (p.u.) +3.01%(1.03) +3.01%(1.03) +3.11%(1.03) +2.43%(1.03) +2.43%(1.03) +2.33%(1.03) +1.17%(1.03) +1.17%(1.03) +1.17%(1.03) 

 
 
Table 3 

Bus voltage 𝑉4, 𝑉2, 𝑉5, 𝑉7, 𝑉8 , 𝑉9, 𝑉11  (at t=3.5s) 
 Case 1 (No PSS/No STATCOM)   Case 2 (Only PSS)   Case 3 (PSS + STATCOM) 

  0.2 p.u.   0.4 p.u.   0.6 p.u.   0.2 p.u.   0.4 p.u.   0.6 p.u.   0.2 p.u.   0.4 p.u.   0.6 p.u.  

𝑉𝟒 (p.u.) +2.52%(1.03) +1.94%(1.03) +2.04%(1.03) +2.14%(1.03) +2.14%(1.03) +2.04%(1.03) +0.78%(1.03) +0.78%(1.03) +0.87%(1.03) 

𝑉𝟓 (p.u.) +5.05%(0.9988) +5.12%(0.9988) +5.23%(0.9988) +5.16%(0.9988) +4.64%(0.9988) +4.13%(0.9988) +4.32%(0.9988) +3.92%(0.9988) +3.53%(0.9988) 

𝑉𝟕 (p.u.) -1%(1.027) -0.78%(1.027) -0.68%(1.027) -1.07%(1.027) -1.46%(1.027) -1.85%(1.027) -1.66%(1.027) -1.95%(1.027) -2.34%(1.027) 

𝑉𝟖 (p.u.) +2.36%(1.018) +2.46%(1.018) +2.55%(1.018) +1.77%(1.018) +1.47%(1.018) +1.28%(1.018) +1.38%(1.018) +1.18%(1.018) +0.88%(1.018) 

𝑉𝟗 (p.u.) -0.29%(1.035) -0.19%(1.035) -0.1%(1.035) -1.16%(1.035) -1.45%(1.035) -1.64%(1.035) -1.64%(1.035) -1.74%(1.035) -2.03%(1.035) 

𝑉𝟏𝟏 (p.u.) +1.65%(1.032) +2.62%(1.032) +2.81%(1.032) +0.29%(1.032) +0.1%(1.032) +0%(1.032) -0.52%(1.032) -0.38%(1.032) -0.58%(1.032) 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 

 
 
 
 
 
 
 

Fig. 9 Time-domain simulation results (a) DFIG power (𝑷𝑫𝑭𝑰𝑮 = 0.6 
p.u.), (b) Rotor dq currents (𝑷𝑫𝑭𝑰𝑮 = 0.6 p.u.), (c) STATCOM’s current 
(P_DFIG =0.2, 0.4 and 0.6 p.u). 
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4.2 Load flow results 

Assessing voltage stability is crucial for power system 
management, as it ensures optimal voltage levels are 
maintained during normal operation and disturbances. This is 
vital for reliable functioning of the grid, requiring continuous 
monitoring (Carson et al., 1994). Considering the three test 
cases, Tables 2 and 3 comprehensively summarize the load flow 
results, specifically showcasing the voltage values at buses 1 
through 11. These provide insights into the voltage profiles 
within the system. The 0.2 p.u. wind case without controllers 
(bracketed values in Tables 2 & 3) is used as a reference to 
examine the impact of increased wind injection and controller 
cooperation on dynamic voltage response. With similar PSS and 
STATCOM time constants (𝑇𝑤 =𝑇𝑟=0.1s), t=3.5s is selected to 
evaluate steady-state bus voltages, allowing ~0.5s settling time. 
A ±10% tolerance in voltages is permitted. Specifically, the post-
fault cleared voltages offer visibility into short-term dynamic 
response. Key insights include (Adebayo & Sun, 2017; 
Balasubramanian & Singh, 2011; Ma et al., 2017): 
• Detecting dangerous electromechanical oscillations 

through sustained voltage swings at certain buses, 
indicating poorly damped modes requiring improved 
controls. 

• Identifying areas slow to recover voltage, guiding 
placement of fast dynamic reactive reserves to support at-
risk regions. 

• Revealing dangerously depressed voltage levels right after 
fault clearance that could precipitate delayed instability 
without rapid correction. 

• Verifying performance of voltage regulators, PSS, 
STATCOMs, and generator reactive power in quickly 
restoring voltages, with deficiencies corrected 

• Validating short-term transient stability margins by 
checking for dangerously low voltages that could signify 
insufficient margins. 
 

a. Case 1 

Based on Tables 2&3, with a wind integration of 0.2 p.u., 
the bus voltages (1, 2, 3, 6, and 10) exhibit transient overvoltage 
in a range of +1% to +3% due to the system's natural response 
to the sudden change in load. 

Furthermore, at 0.2 p.u., Bus 5 (heaviest load) has the 
highest voltage surge of +5.05%, while 𝑉4 reduces by -1%. With 
0.4 p.u. wind, Bus 10 maintains a +3% rise, 𝑉4 drops 0.58%, and 
Buses 7 and 9 increase by 0.22% and 0.1% respectively. The 
other buses show smaller 0.10-0.98% changes. However, at 
t=22.41s, voltage instability occurs with failures predominantly 
at load Buses 5, 6, 8 and DFIG Buses 10, 11, due to their low 
impedance connections to the faulty location.  

Similarly, with 0.6 p.u. wind, voltages surge a further 0.1-
0.2% at t=3.5 s across all buses. The largest increases of +0.19% 
occur at 𝑉1, 𝑉6, and 𝑉11. However, at t=12.8s, severe voltage 
instability occurs with catastrophic violations at load buses 5, 6, 
8 and DFIG buses 10, 11. This result from the large reactive 
current rush during the fault leading to sustained low frequency 
oscillations and complete transient voltage collapse. The results 
highlight the critical need to prioritize voltage regulation as wind 
integration increases, which is crucial for maintaining power 
system stability and reliability. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 

 
 
 
 
 
 
 

Fig. 10 Tested model Eigenvalues plot with 𝑷𝑫𝑭𝑰𝑮 = 𝟎. 𝟐 𝒑. 𝒖 (a) 
case1, (b) case2, (c) case3. 
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b. comparison between Case 2 and 3 

1- with 𝑃𝐷𝐹𝐼𝐺 = 0.2 𝑝. 𝑢   

In Case 3, adding a STATCOM provided enhanced 
voltage regulation compared to just PSS control in Case 2, with 
improvements of 1.36%, 0.84%, 1.37% and 1.26% at Buses 4, 5, 
6 and 10, respectively. However, minor voltage drops between 
0.29-0.59% occurred at Buses 3, 7, 9 and 11. The coordinated 
PSS and STATCOM yielded overall positive, though not 
universal, voltage profile enhancements at 0.2 p.u. wind. The 
most substantial regulation improvements occurred near the 
STATCOM location, demonstrating its local area voltage 
support capabilities. 

 
2- with 𝑃𝐷𝐹𝐼𝐺 = 0.4 𝑝. 𝑢   

Under 40% of wind invasion, the coordinated PSS and 
STATCOM controls in Case 3 provided appreciable voltage 
regulation improvements at several buses versus sole PSS 
control in Case 2. However, select buses exhibited minor 
degradation versus Case 2, denoting opportunities for further 

optimization. Specifically, adding the STATCOM yielded 
notable gains of 1.36% at Bus 4, 0.72% at Bus 5, 1.27% at Bus 6, 
and 1.26% at Bus 10 over PSS alone. Conversely, regulation 
dropped 0.29% at Bus 3, 0.49% at Bus 7, 0.29% at Bus 9, and 
0.14% at Bus 11 compared to Case 2. Nonetheless, the multi-
device strategy facilitated considerable 0.29-1.36% 
enhancements at Buses 1, 4, 5, 6, 8, and 10 at 0.4 p.u. wind. 
Additional assessment of techniques minimizing deviations at 
specific buses remains vital for optimizing voltage profiles. 
 
3- with 𝑃𝐷𝐹𝐼𝐺 = 0.6 𝑝. 𝑢   

At 0.6 p.u. wind, adding a STATCOM in Case 3 provided 
appreciable voltage regulation improvements at several buses 
compared to just PSS control in Case 2. Notable gains occurred 
at Buses 1, 2, 4, 5, 6, 8 and 10. However, degradation 
materialized at Buses 3, 7, 9, and 11. While beneficial overall, 
further refinement and coordination of the PSS and STATCOM 
controllers remains vital for achieving consistent voltage profile 
enhancements across all buses, given the variability observed 
under 0.6 p.u. renewable integration. 

Table 5 
Linear value analysis of the tested system. 

Cases Eig.n° Most associated states Real part Img part freq Damping ratio% Mode/Remarks 

Case 1: 
𝑃𝐷𝐹𝐼𝐺 = 0.2𝑝. 𝑢. 

5-6 omega_Syn_3, delta_Syn_3 -0.66556 ±12.8017 2.0402 +5.2 Local mode 3 

 7-8 delta_Syn_2, omega_Syn_2 -0.14151 ±8.2949 1.3204 +1.7 Inter area mode (Gen2, Gen1) 

 19-20 omega_Syn_1, delta_Syn_1 -0.13735 ±0.83001 0.1339 +16.5 Local mode 1 

Case 2: 
𝑃𝐷𝐹𝐼𝐺 = 0.2𝑝. 𝑢. 30-31 delta_Syn_1,omega_Syn_1 -0.0901 ±0.64637 0.10387 +13.93 Local mode 1 

Case 3: 
𝑃𝐷𝐹𝐼𝐺 = 0.2𝑝. 𝑢. 31-32 delta_Syn_1,omega_Syn_1 -0.13512 ±0.67969 0.11029 +19.8 Local mode 1 

Case 1: 
𝑃𝐷𝐹𝐼𝐺 = 0.4𝑝. 𝑢. 

4-5 omega_Syn_3,delta_Syn_3 -0.88353 ±11.7908 1.8818 +7.49 Local mode 3 

 6-7 omega_Syn_2,delta_Syn_2 -0.18133 ±7.6103 1.2116 +2.38 Inter area mode (Gen2, Gen1) 

 16 delta_Syn_1,omega_Syn_1 0.00011 0.1465 0.02332 / Marginal instability 

 17 omega_Syn_1,delta_Syn_1 0.00011 -0.1465 0.02332 / Marginal instability 

Case 2: 
𝑃𝐷𝐹𝐼𝐺 = 0.4𝑝. 𝑢. 30-31 delta_Syn_1,omega_Syn_1 -0.08991 ±0.64547 0.11909 +13.93 Local mode 1 

Case 3: 
𝑃𝐷𝐹𝐼𝐺 = 0.4𝑝. 𝑢. 31-32 delta_Syn_1,omega_Syn_1 -0.16356 ±0.78322 0.12734 +20.88 Local mode 1 

Case 1: 
𝑃𝐷𝐹𝐼𝐺 = 0.6𝑝. 𝑢. 

4-5 delta_Syn_3,omega_Syn_3 -0.86609 ±11.7848 1.8807 +7.43 Local mode 3 

 6-7 omega_Syn_2,delta_Syn_2 -0.17429 ±7.5708 1.2052 +2.3 Inter area mode (Gen2, Gen1) 

 16 delta_Syn_1,omega_Syn_1 5e-05 0.09393 0.01495 / Marginal instability 

 17 delta_Syn_1,omega_Syn_1 5e-05 0.09393 0.01495 / Marginal instability 

Case 2: 
𝑃𝐷𝐹𝐼𝐺 = 0.6𝑝. 𝑢. 30-31 delta_Syn_1,omega_Syn_1 -0.13807 ±0.85751 0.13823 +16.12 Local mode 1 

Case 3: 
𝑃𝐷𝐹𝐼𝐺 = 0.6𝑝. 𝑢. 28-29 omega_Syn_1,delta_Syn_1 -0.40367 ±1.1875 0.19962 +34 Local mode 1 

 

Table 4 
Overall Power Statistics. 

 

Case 1 (No PSS/No STATCOM)   Case 2 (Only PSS)   Case 3 (PSS + STATCOM) 

 0.2 p.u.   0.4 p.u.   0.6 p.u.   0.2 p.u.   0.4 p.u.   0.6 p.u.   0.2 p.u.   0.4 p.u.   0.6 p.u.  

P 𝑔𝑒𝑛  (p.u.)   3.1953   3.1961   3.1986   3.1953   3.1961   3.1986   3.1953   3.1961   3.1986  

Q 𝑔𝑒𝑛  (p.u.)   0.0402   0.05017   0.08459   0.0402   0.05017   0.08459   0.03657   0.0471   0.08133  

P 𝑙𝑜𝑎𝑑  (p.u.)   3.15   3.15   3.15   3.15   3.15   3.15   3.15   3.15   3.15  

Q 𝑙𝑜𝑎𝑑  (p.u.)   1.15   1.15   1.15   1.15   1.15   1.15   1.15   1.15   1.15  

P 𝑙𝑜𝑠𝑠  (p.u.)   0.04526   0.04605   0.0486   0.04526   0.04605   0.0486   0.04527   0.04605   0.0486  

Q 𝑙𝑜𝑠𝑠  (p.u.)   -1.1098   -1.0998   -1.0654   -1.1098   -1.0998   -1.0654   -1.1096   -1.0988   -1.0645  
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Table 4 provides a clear and concise presentation of the 
power data, including total active and reactive generated 
power, load, and losses. It offers a comprehensive overview of 
the power flow within the system, enabling a detailed analysis 
of the different components involved Table 4 clearly and 
concisely summarizes the power flow data, including total active 
and reactive generation, load, and losses. It provides a 
comprehensive overview enabling detailed analysis. For power 
losses, cases 1 and 2 are identical since PSSs do not directly 
impact them. In both, at 0.2 p.u. wind, reactive power loss is 
highest at -1.1098 p.u. due to the low 𝑄𝑔𝑒𝑛 0.22885 p.u. from 

units 1 and 2, while the DFIG and unit 3 absorb 0.18865 p.u. 
As wind increases to 0.4 p.u., the reactive power loss 

shrinks to -1.0998 p.u., due to higher 0.24311 p.u. 𝑄𝑔𝑒𝑛 and 

0.19224 p.u. absorption. At 60 MW DFIG output, 𝑄𝑙𝑜𝑠𝑠 further 
reduces to -1.0654 p.u. with 0.26845 p.u. 𝑄𝑔𝑒𝑛 and 0.18385 p.u. 

absorption. 
Furthermore, from 0.2 to 0.6 p.u. 𝑃𝐷𝐹𝐼𝐺 in Case 3, reactive 

power loss drops from -1.1096 p.u. to -1.0645 p.u., a 4.06% 
reduction. Higher DFIG output leads to increased reactive 
absorption, as the DFIG operates at a lagging power factor as 
output rises. However, the STATCOM can increase its output to 
compensate. This additional STATCOM contribution helps 
maintain low reactive power losses as wind penetration 
increases (Qiao et al., 2009, Shahgholian & Izadpanahi, 2016). 

4.3 Eigenvalue analysis 

This study employed the eigenvalue analysis tool that is 
incorporated in the PSAT Toolbox. A total of 39 states were 
initiated and analyzed, which comprise 13 complex pairs. 

Figures 10-12 present the eigenvalues plots regarding the tested 
system. Based on the results of the eigenvalue analysis, Table 5 
presents further details on the dominant oscillation modes. 
Participation factors were utilized to identify the most weakly-
damped buses susceptible to instability. Specifically, the rotor 
angles and velocities of the three generating units were 
identified as the weakest states. The associated generator states 
indicate the presence of both local and inter-area oscillation 
modes in the system. Thus, the investigation will incrementally 
analyze the 3 cases at wind penetration levels of 0.2 p.u., 0.4 
p.u., and 0.6 p.u. to assess system stability and oscillatory 
response. The following sections detail the results at each 
penetration level: 
 
1- 0.2 p.u. 

The system was determined to be stable, as evidenced by 
all eigenvalues residing in the left half of the complex plane. 
However, as depicted in Figure 10a, Case 1 appeared the most 
susceptible to potential instability, with eigenvalues positioned 
closest to the imaginary axis. In contrast, Cases 2 and 3, as 
shown in Figures 10b and 10c, demonstrated more robust 
stability margins, with all eigenvalues farther into the left half-
plane (no positive eigenvalues were present). Hence, Final 
observations from 0.2 p.u. wind penetration: 
Case 1 exhibited multiple modes, including both local generator 
oscillations and an inter-area oscillation: 

• A local mode of Generator 3 at 2.0402 Hz (modes 5-6) 
with 5.2% damping. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 

 
 
 
 
 
 
 

Fig. 11 Tested model Eigenvalues plot with 𝑷𝑫𝑭𝑰𝑮 = 𝟎. 𝟒 𝒑. 𝒖 (a) 
case1, (b) case2, (c) case3. 

 

 

 



K. Kouider and A. Bekri  Int. J. Renew. Energy Dev 2023, 12(5), 816-831 

|828 

 

ISSN: 2252-4940/© 2023. The Author(s). Published by CBIORE 

• An inter-area mode between Generators 1 & 2 at 
1.3204 Hz (modes 7-8) with very light damping ratio 
of 1.7%. 

• A local under-damped mode of Generator 1 at 0.1339 
Hz (modes 19-20). 

Cases 2 and 3 only showed localized oscillation modes of 
Generator 1: 

• Case 2 had a Generator 1 local mode at 0.10387 Hz 
(modes 30-31) with 13.94% damping. 

• Case 3 had a Generator 1 local mode at 0.11029 Hz 
(modes 31-32) with damping of 19.9%. 

In summary, Case 1 displayed multiple modes with lighter 
damping, including risky inter-area oscillations. Cases 2 and 3 
had better damped local generator modes indicating more 
stable operation. 
 
2- 0.4 p.u. 

Figure 11a and Table 5 reveal that when the wind power 
integration level increased to 0.4 p.u., case 1 became marginally 
unstable because of the emergence of 2 positive eigenvalue in 
states n°16/17 (i.e., (delta_Syn_1, omega_Syn_1) and 
(omega_Syn_1, delta_Syn_1) with a very low real part of +1.1e-
4). With the application of PSS and STATCOM, as portrayed in 
Figures 11b and 11c, the damping of oscillatory modes was 
increased, restoring stability margins and stabilizing the system. 
Furthermore, we conclude: 
 
a-For Case 1 at 0.4 p.u. 

Case 1 at 0.4 p.u. loading exhibits multiple concerning 
oscillatory modes: The eigenvalues investigation pointed 

several suboptimal system dynamics needing further review. A 
1.8818 Hz under-damped local mode of Generator 3 was found, 
having only 7.5% damping. Also identified was a concerning 
1.2116 Hz inter-area mode between Generators 1 & 2 with 
marginal damping of 2.4%. Most significantly, modes 16-17 
exhibited sustained 0.02332 Hz oscillations with zero damping 
and a slightly positive real part of +1.1e-04. This corresponds to 
very low frequency oscillations at 0.02332 Hz, or a 42.84 second 
period. The problematic oscillations involve states delta_Syn_1 
and omega_Syn_1 of Generator 1. While these oscillations are 
extremely lightly damped, the system remains practically stable 
over reasonable timeframes. However, such sustained 
oscillations are atypical and suggest potential modeling or 
control issues that should be investigated further. In summary, 
while still stable, this investigation indicated multiple 
suboptimal system modes and oscillatory dynamics that 
warrant deeper review and mitigation efforts. 

 
b-For Cases 2 and 3 at 0.4 p.u. 

Local generator modes were observed, reasonably 
damped in Case 2 at 13.93% and well-damped in Case 3 at 
20.88%. To recap, Targeted implementation of supplemental 
damping controllers enabled stable operation of Case 1 at 
increased 0.4 p.u. wind integration, despite marginally unstable 
oscillatory modes, by eliminating positive eigenvalues and 
restoring stability margins. 

3- 0.6 p.u. 

Finally, the eigenvalue plots for 𝑷𝑫𝑭𝑰𝑮=0.6 p.u. are shown 
in Figure 12. Similarly to case 1 with 0.4 p.u., 2 positive 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 

 
 
 
 
 
 
 

Fig. 12 Tested model Eigenvalues plot with 𝑷𝑫𝑭𝑰𝑮 = 𝟎. 𝟔 𝒑. 𝒖. (a) 
case1, (b) case2, (c) case3. 
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eigenvalues emerge, causing instability in the slack bus 
synchronous generator, as seen in Fig 12a. States n°16 
(delta_Syn_1, omega_Syn_1) and n°17 (omega_Syn_1, 
delta_Syn_1) with extremely small positive real parts of 5e-5 
and imaginary parts of +/- 0.09393, as revealed in Table 5, are 
the primary causes of this marginal instability. In spite of this, 
plots 12b and 12c demonstrate how the system remains stable 
despite significant wind penetration, thanks to the controllers' 
effects. Key findings from the analysis at 0.6 p.u. wind 
penetration include: 

a-For Case 1 at 0.6 p.u. 

Case 1 at 0.6 p.u. wind integration displays multiple Problematic 
oscillatory modes: The modal analysis revealed several 
concerning dynamics that warrant further investigation. A risky 
1.8807 Hz under-damped local mode of Generator 3 was 
identified, with only 7.35% damping. Additionally, a hazardous 
1.2052 Hz inter-area mode between Generators 1 & 2 exhibited 
marginal damping of just 2.3%. Most critically, modes 16-17 
showed sustained 0.01495 Hz oscillations with near-zero 
damping and a slightly positive real part of +5e-05. This points 
to extremely low frequency oscillations at 0.01495 Hz, 
corresponding to a 66.8 second period. These problematic 
oscillations involve states delta_Syn_1 and omega_Syn_1 of 
Generator 1. While technically stable from a positive real part, 
such dynamics are practically unstable and indicate potential 
modeling or control issues that should be looked into. Overall, 
this analysis surfaced multiple areas of the system displaying 
unfavorable dynamics and oscillations that require mitigation. 

b-For Cases 2 and 3 at 0.6 p.u. 

Cases 2 and 3 maintain adequately damped local generator 
modes. In a nutshell, at 0.6 p.u. wind power, Case 1 displayed 
persistent, lightly-damped local and inter-area oscillations, 
requiring damping control. Case 1 showed a 7.35% damped 
Generator 3 local mode and concerning 2.3% damped inter-area 
mode. In contrast, Cases 2 and 3 maintained stability using 
coordinated PSS-STATCOM damping, achieving 34% damped 
oscillations in Case 3. This demonstrates the value of 
complementary damping control to enable higher renewable 
integration through targeted oscillation mitigation. 
 

5.   Conclusion 

This study analyzes the dynamic response and transient 
stability of a modified WSCC 9-bus system integrated with a 
DFIG wind farm under different control configurations. The 
results demonstrate that a coordinated PSS and STATCOM 
control strategy provides the best damping performance and 
stability for the system. 

Three operating scenarios were simulated, including no 
supplementary controls, PSS control only, and combined 
PSS+STATCOM control. The eigenvalue analysis reveals that 
as wind penetration increases, the system may exceed safe 
operating limits without proper controls, leading to instability. 
The PSS+STATCOM configuration offers significantly 
improved damping ratios and time-domain responses 
compared to the other cases. 

While the complexity of the power system model 
constrained the extent of this study, the findings highlight the 
importance of robust control strategies to maintain stability with 
high wind power integration. In particular, coordinated PSS and 

STATCOM controls are shown to be effective in damping 
oscillations and transient responses caused by disturbances. 
Future research should focus on analyzing the impacts of 
increased renewable penetration on large, complex power 
grids. Detailed small-signal stability and transient stability 
studies can identify critical oscillation modes and limit operating 
conditions to prevent instability. Further work is also needed to 
develop practical and optimized implementable control 
solutions that ensure robust system performance under various 
contingencies and dynamic events. 

In summary, this study demonstrates the benefit of a 
coordinated PSS and STATCOM control strategy for stability 
enhancement in power systems with high wind penetration. The 
findings provide an initial platform for further research into 
implementing robust controls for future renewable-dominant 
grids. 
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