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Abstract 
 

This study investigates the role of user experience and task type on Human-Computer Trust in the ChatGPT system. 

The method used in this research is an experiment where respondents are asked to do mathematics, descriptive, 

translation, and programming tasks on the ChatGPT application. After completing each task given, respondents were 

asked to fill out the trust questionnaire that had been prepared. Respondents in this study were divided into two 

categories: novice and expert. The total number of respondents in this study was 32 respondents. The result of this 

research is that the level of user experience significantly influences human-computer trust in the ChatGPT application 

in Task 1, Task 2, Task 3, and Task 4. However, there is no significant influence from differences in the types of tasks 

on human-computer trust in the ChatGPT application. 
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1. Introduction  

Intelligent software and hardware, commonly 

known as intelligent agents, are increasingly integrated 

into everyday life due to the increasing use of artificial 

intelligence (AI). These intelligent agents can perform 

various tasks, from simple manual work to complex 

operations. Chatbots are one of the most common 

examples of AI systems (Ashfaq et al., 2020). They are 

also the most widespread basic example of Human-

Computer Interaction (HCI) using AI systems (Bansal 

et al., 2018).  Although chatbots can simulate human 

conversation and provide entertainment, the purpose of 

chatbots is more than that (Iku-Silan et. al., 2023). 

Chatbots can be used in various fields, such as 

education, information search, business, and e-

commerce (Shawar et al., 2007).  

OpenAI is an AI company that launched 

ChatGPT, a new chatbot version. ChatGPT is a Large 

Language Model (LLM) that uses machine learning to 

learn from large text datasets and can produce very 

sophisticated and intelligent writing. This innovative 

technology significantly impacts science and society 

(Van Dis et al., 2023). ChatGPT was launched on 

November 30, 2022, and has since attracted significant 

attention; in the first week of launch, more than one 

million customers used it (Baidoo-Anu et. al., 2023), 

and to date, there are more than 100 million active 

ChatGPT users (Baidoo-Anu et al., 2023). With the 

rapid increase in the use of ChatGPT, especially among 

pupils and students, ChatGPT is often used to complete 

academic assignments and help understand the 

material.  

In short, the ChatGPT function shows various 

ways that can be used to support and complete an 

activity. General tasks that can be used include (1) 

providing a summary of texts and literature, (2) 

providing explanations, clarifications, and additional 

information regarding the topic you want to know, (3) 

providing machine translation capabilities in various 

languages, (4) analyzing large amounts of data. 

(Frieder et al., 2024; George et al., 2023; Haleem et al., 

2022; Kocoń et al., 2023). There are many features or 

types of tasks that ChatGPT can carry out; there are 

fundamental things to pay attention to in technological 

developments, namely, the level of trust.  

Trust refers to an individual's belief that a 

technology or system can be relied upon to work as 

intended and protect their interests (Falcone et al., 

2001; Kesharwani et al., 2012). Trust is an essential 

factor influencing individual behavior in technology 
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use (Kim et al., 2016). If users trust a system to provide 

accurate and valuable information, users will develop a 

positive attitude towards the system. So, in the end, it 

positively impacts purchasing and revisiting the system 

(Limbu et al., 2012). According to Falcone et al. 

(2001), trust is foundational for individuals to delegate 

tasks to AI systems. Trust is necessary for users to 

engage with or rely on these systems, even if they are 

technically capable. In the HCI context, trust bridges 

the gap between the complexity of AI systems and the 

user’s willingness to adopt them. Studies like Kim and 

Gambino (2016) highlight that trust influences attitudes 

toward technology, shaping user behavior such as 

continued use and task reliance. 

Several previous studies have examined human-

computer interaction related to trust in AI systems. 

However, several previous studies focused more on the 

characteristics of conversations in AI systems (for 

example, tone of voice, voice accent, and gender) 

(Chang et al., 2022; Edward et al., 2019; Niculescu et 

al., 2013; Tamagawa et al., 2011; Tore et al., 2020). 

Several studies also discuss listening to conversations 

in AI systems when testing user perception (Lortie et 

al., 2011). No research examines the differences in the 

types of tasks that can be carried out on AI systems and 

the level of user experience (novice and expert), which 

is a gap or update in this research. This research aims 

to determine the influence of different types of tasks on 

Human-Computer Trust and the influence of user 

experience level on Human-Computer Trust. Cognitive 

ergonomics and statistical approaches will be used to 

answer the research objectives. 

 

2. Methods 

2.1 Respondents 

The study had 32 respondents. Respondents 

were divided into novice and expert categories based 

on their experience level using ChatGPT. The expert 

category is determined based on the amount of time 

spent using ChatGPT, with a minimum usage of 4 hours 

in one week. Meanwhile, the novice category includes 

respondents who have never used ChatGPT. The 

number of respondents in the novice category was 16, 

and the other 16 were in the expert category. All 

respondents in this study were active students at the 

Kalimantan Institute of Technology, with an average 

age of 21.28 years ( 0.29). 

 

2.2 Research Procedures 

This research uses a computer device to operate 

the ChatGPT system. Respondents will be given 

instructions regarding the scenario that will be carried 

out. Respondents were asked to do four tasks: 

mathematics, programming, descriptive, and 

translation. After completing the task and finding 

answers via ChatGPT, respondents were asked to fill 

out the Human-Computer Trust questionnaire. This 

questionnaire was developed by Madsen and Gregor 

(2000) to measure respondents' level of trust. This 

questionnaire consists of perceived understandability, 

perceived technical competence, perceived 

understandability of faith, personal attachment, and risk 

perception. This questionnaire will contain 30 

questions about the value of trust in carrying out types 

of tasks. Each task will include 1 question and given a 

scale statement (1) strongly disagree (2) disagree (3), 

neutral (4), agree (5), strongly agree. Reliability testing 

yielded a Cronbach's alpha score of 0.91, confirming 

high consistency. The validation process included pilot 

testing with 10 participants. 

 

2.3 Statistical Data Analysis 

The Independent Sample T-Test was used to 

determine the effect of differences in user experience 

levels, namely expert and novice respondents because 

the data was normally distributed. Meanwhile, the 

Repeated Measure ANOVA test was used to determine 

the differences in the four types of tasks. The 

significant level is determined if p <0.05. Testing uses 

JASP 0.17.3.  

 

3. Results and Discussion 

3.1 Human Computer Trust score 

The human-computer trust (HCT) score is based 

on measurements of perceived reliability, technical 

competence, perceived understandability, personal 

attachment, faith, and risk perception. Figure 1 shows 

 
Figure 1. Human-Computer Trust (HCT) Score 
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the average human-computer trust scores for the types 

of tasks for expert and novice users. 

Figure 1. shows the comparison of the average 

Human Computer Trust scores on Task 1 

(Mathematics), Task 2 (Descriptive), Task 3 (English 

Translation), and Task 4 (Programming) for expert 

users and novice users. The HCT value in task 1 for 

expert users has an average score of 3.632, which is 

higher than that of novice users, who have an average 

score of 2.906. The HCT value in task 2 for expert users 

has an average score of 3.627, higher than novice users 

with an average score of 2.929. The HCT value in task 

3 for expert users has an average score of 3.973, higher 

than novice users with an average score of 2.591. The 

HCT value in task 4 for expert users has an average 

score of more than 3,750, higher than novice users with 

an average score of 2.471.  

 

3.2 Task 1 

Task 1 is to do a composition function 

mathematics assignment. The human-computer trust 

score in task 1 is presented in Figure 2. Human-

computer trust scores on the level of user experience in 

task 1 differ between expert and novice users. Expert 

users give higher trust scores than novice users. The 

independent sample t-test shows that in task 1, There is 

a significant difference in expert and novice use of the 

Chat GPT application with a P-value of 0.002 and 

Cohen's d 1.208, which explains that there is a 

relatively significant influence on the level of user 

experience on mathematics tasks.  

 

3.3 Task 2 

Task 2 is a descriptive task looking for 

information explaining technological developments. 

Human-computer trust score in task 2 is presented in 

Figure 3. Human-computer trust scores on the level of 

user experience in task 2 differ between expert and 

novice users. Expert users give higher trust scores than 

novice users. Independent samples t-test shows a 

significant difference between expert and novice use of 

the Chat GPT application, with a P-value of 0.001 and 

Cohen's d of 1.276, which explains that there is a 

relatively significant influence on the level of user 

experience on descriptive tasks. 

 

3.4 Task 3 

Task 3 is to do an English translation 

assignment. Human-computer trust scores in task 3 are 

presented in Figure 4. Human-computer trust scores on 

 
 

Figure 2. Human-Computer Trust Score in Task 1 Figure 3. Human-Computer Trust Score in Task 2 

 
Figure 4. Human-Computer Trust Score in Task 3 

 



 

J@ti Undip: Jurnal Teknik Industri, Vol. 19, No. 3, September 2024 139 

the level of user experience in task 3 differ between 

expert and novice users. Expert users give higher trust 

scores than novice users. Independent samples t-test 

shows that there is a significant difference in expert and 

novice use of the Chat GPT application with a P-value 

<0.001 and Cohen's d of 2.614, which explains that 

there is a relatively significant influence on the level of 

user experience on English translation assignments 

 

3.5 Task 4 

Task 4 is to do programming assignments in Python. 

Human-computer trust scores in task 4 are presented in 

Figure 5. Human-computer trust scores on the level of 

user experience in task 4 differ between expert and 

novice users. Expert users give higher trust scores than 

novice users. Independent samples t-test shows 

significant differences in expert and novice use of the 

GPT Chat application with a P-value <0.001 and 

Cohen's d of 2.269, which explains that there is a 

significant influence on the level of user experience on 

programming tasks in Python. 

The findings indicate that user experience 

significantly shapes trust towards ChatGPT, with 

expert users consistently showing higher trust scores 

across all task types. This may be attributed to their 

familiarity with the system's capabilities and 

limitations, likely reducing uncertainty and enhancing 

confidence in its outputs. Conversely, novice users may 

exhibit lower trust due to unfamiliarity or a lack of 

understanding of ChatGPT's potential and scope. 

This aligns with previous research by Kim and 

Gambino (2016), highlighting that user experience in 

interacting with technology enhances their perception 

of system reliability and competence, thereby 

strengthening trust. 

Experienced users possess a deeper 

understanding of how to utilize system features 

optimally. For instance, expert users may feel more 

confident in evaluating the accuracy and relevance of 

code generated by ChatGPT in programming tasks. 

This is consistent with the study by Baidoo-Anu and 

Ansah (2023), which emphasizes the role of user 

experience in maximizing the potential of AI for 

complex tasks. 

Furthermore, the study by Lortie and Guitton 

(2011) indicates that trust in technology is also 

influenced by users' perceptions of system transparency 

and technical competence. Due to their lack of 

experience, Novice users often exhibit more significant 

uncertainty regarding the system's capabilities, 

negatively impacting their trust levels. In contrast, 

experienced users, through repeated interactions, 

develop a better understanding of the system's 

limitations and strengths, enabling them to manage 

their expectations more realistically. 

This study also supports the notion that user 

experience directly enhances trust and mitigates 

perceived technological risks. According to Falcone 

and Castelfranchi (2001), trust in human-computer 

interaction is often shaped by direct experiences that 

reinforce users' confidence in the system's reliability 

and integrity. 

 

3.6 Type of Task 

Human-computer trust scores for each type of 

task are presented in Figure 6. The average score on 

Task 1 was 3.276; Task 2 amounted to 3,279; Task 3 

amounted to 3,283; and Task 4 was 3,111. A Repeated 

Measurement ANOVA test was conducted to compare 

the types of human-computer trust tasks. The test 

results show p-value = 0.146; 𝑋2 = 5.386 at 𝛼 = 0.05, 

indicating no difference in HCT for each type of task. 

Although this study demonstrates that task types 

such as mathematics, description, translation, and 

programming do not significantly impact human-

computer trust, it contributes to discussing how 

ChatGPT is utilized across various contexts. Previous 

literature, such as the study by Frieder et al. (2024), 

highlights ChatGPT's capability to analyze large 

datasets and provide topic clarification, frequently 

leveraged for academic and professional tasks and may 

enhance user trust in specific scenarios. 

Regarding task types, the study revealed no 

significant differences in trust levels across 

mathematics, descriptive, translation, and 

programming tasks. This uniformity suggests that 

ChatGPT's performance is perceived as consistent 

across these domains. However, user expectations, task 

 
 

Figure 5. Human-Computer Trust Score in Task 4 

 
Figure 6. Human-Computer Trust Scores for Each Type 

of Task 
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complexity, or the specific nature of the task 

interactions might influence trust in ways not captured 

in this study. Future research could delve deeper into 

these nuances, examining how different task 

characteristics interact with user experience to shape 

trust.  

The lack of significant influence of task types on 

trust could be attributed to the consistent performance 

of ChatGPT across tasks or the respondents' familiarity 

with the functions. Future studies should explore task-

specific trust dynamics and consider task complexity 

and user expectations. 

 

4. Conclusion 

The human-computer trust score for expert users 

in the GPT Chat application has an average Task 1 

score of 3.63; Task 2 was 3.62; Task 3 was 3.97; and 

Task 4 was 3.75. For the human-computer trust value 

of novice users of the ChatGPT application, the average 

score for task 1 was 2.90; task 2 was 2.92; task 3 was 

2.59; and task 4 was 2.47. The trust score of expert 

users is higher than that of novice users.  

The level of user experience significantly 

influences human-computer trust in the Chat GPT 

application in Task 1, Task 2, Task 3, and Task 4. 

However, there is no significant influence from 

differences in the types of tasks on human-computer 

trust in the Chat GPT application. 

These findings suggest the need for tailored 

training programs to familiarize novice users with 

ChatGPT, thereby enhancing trust. Developers should 

also consider incorporating user feedback to improve 

system features and align them with diverse user needs. 
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