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Abstract 

This study proposes a multi-level image cryptosystem that combines password-derived SHA-256 
key generation with a Logistic Map-based chaotic process. The framework supports three 
configurable modes—Speed, Balanced, and Security—allowing flexible adaptation to different 
application requirements. Performance evaluations indicate that the method achieves up to 27% 
faster encryption than AES for 1024×1024 images while preserving strong security properties. 
The scheme demonstrates high randomness with entropy values near 7.98 bits per pixel, 
negligible adjacent-pixel correlation (<0.01), and strong resistance to differential attacks 
(NPCR exceeding 99.6% and UACI around 33.4%). Decryption also preserves structural fidelity, 
with SSIM values consistently above 0.98, and scalability is ensured with support for images up 
to 2048×2048 pixels. When compared with recent chaos-based techniques, such as those 
reported by Arif et al. and Riaz et al., the proposed method exhibits superior entropy, enhanced 
adaptability through its multi-mode design, and broader resolution support. Extensive testing 
using entropy, correlation, PSNR, SSIM, XOR, and 3D histogram analyses further verifies the 
system’s robustness. These outcomes confirm the potential of the framework for real-time secure 
image communication, particularly in domains like IoT, healthcare imaging, and embedded 
systems. 
Keywords : image encryption, Logistic Map, SHA-256, chaos theory, entropy analysis 

1   Introduction 

The exponential increase in digital image usage across sectors such as medical diagnostics, 
surveillance, biometric identification, and personal data storage has heightened concerns over image 
privacy and data protection. These images often contain sensitive and confidential information, where 
unauthorized access or manipulation can result in significant privacy breaches and undermine system 
integrity [1], [2]. Consequently, there is a critical need for advanced image encryption methods that 
combine computational efficiency with robust security, tailored to modern digital environments. 
Conventional encryption algorithms like AES and RSA, while highly effective for textual data, face 
challenges when applied to images due to their intrinsic characteristics large file sizes, high 
redundancy, and strong inter pixel correlations that limit the efficacy of traditional cryptographic 
techniques [3], [4]. To address these limitations, chaos-based encryption has emerged as a promising 
alternative by exploiting the inherent deterministic randomness and extreme sensitivity to initial 
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conditions characteristic of chaotic systems. In particular, the Logistic Map a simple yet powerful 
nonlinear dynamical system has attracted significant attention for its capacity to generate 
pseudorandom sequences suitable for secure image encryption [5], [6]. Moreover, recent research 
indicates that more sophisticated hyperchaotic systems, including those integrated with DNA coding 
schemes, can enhance performance, especially in multi image encryption contexts [7]. In this study, 
we propose a Multi-Level Secure Image Cryptosystem that integrates SHA-256 based key derivation 
with Logistic Map chaotic encryption. The system offers three adjustable security modes Speed, 
Balanced, and Security enabling users to tailor the trade off between processing speed and encryption 
strength. Supporting images of diverse sizes, the cryptosystem dynamically adapts its performance 
according to user defined parameters. Its efficacy is rigorously evaluated using established metrics 
such as entropy, correlation coefficients, Peak Signal to Noise Ratio (PSNR), Structural Similarity 
Index Measure (SSIM), and three dimensional RGB histogram analysis [8], [9]. Recent investigations 
underline the relevance of combining chaos-based cryptography with emerging security demands. 
Ahmad, AlSolami, and Wang [5] presented a secure medical imaging framework enhanced with 
Security Evaluation Metricshybrid cryptographic approach. Zhao and He [4] examined the resistance 
of chaotic algorithms against statistical attacks. These recent findings provide further justification for 
the novelty of the multi-level cryptosystem proposed in this work. 

Experimental results demonstrate that the proposed cryptosystem achieves high randomness in 
encrypted images (entropy ranging from 7.41 to 7.69), excellent structural fidelity after decryption 
(SSIM = 0.9876), and robust resistance to statistical attacks, with correlation coefficients improving 
significantly from 0.5678 in encrypted images to 0.9012 post decryption. These findings underscore 
the system’s viability for real world applications, delivering a practical, secure, and flexible solution 
for image transmission and storage through a chaos based, multi-level encryption approach [10], [11].  
The novelty of this work lies in introducing a configurable multi-level cryptosystem (Speed, Balanced, 
Security) that unifies efficiency, robustness, and scalability up to 2048×2048 images, outperforming 
AES and recent chaos-based methods. 

2   Research Methods 

2.1   Data Acquisition and Preprocessing 

The cryptographic framework utilizes standard grayscale test images to enable thorough 
benchmarking and validation. In line with established protocols in image encryption research [1],  [12], 
the system employs widely accepted test images such as Lena (512×512), Baboon, Peppers, and 
Cameraman to ensure results can be replicated and compared with prior studies[2], [13]. These images 
undergo systematic preprocessing, including resizing to a uniform resolution and conversion to 
grayscale when necessary, to standardize testing conditions across different datasets [14], [15]. This 
standardization aligns with modern evaluation frameworks for image encryption [16], . Pixel values 
are extracted and converted into two dimensional 𝐼!×# , where	𝑀	and	𝑁denote image dimensions, 
serving as the basis for subsequent cryptographic processe [8], [17]. The preprocessing stage also 
applies dimension preservation techniques to maintain the integrity of the images throughout the 
encryption and decryption process [15], ensuring that the original image structure is preserved for 
accurate quality assessment. 
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Figure 1 Image preprocessing flow: from raw test images to encryption ready matrices 

2.2   Key Generation via SHA-256 

A strong and deterministic key generation process is fundamental to the proposed encryption 
system. This implementation employs the SHA-256 hash function to derive secure cryptographic keys 
from user defined passwords, following established best practices in modern cryptography [18], [19], 
[20]. Utilizing SHA-256 enhances entropy distribution significantly and ensures consistent and 
reproducible key generation across multiple encryption sessions, thereby strengthening the overall 
system security [21]. 

(1) SHA-256 Key Generation Mapping Let the user password as in (1), where SHA-256 function 
generates a 256-bit hash. This key 𝐾 is segmented into multiple seed values for initializing chaotic 
maps. 

                                                  		𝐾 = 𝑆𝐻𝐴 − 256(𝑝𝑎𝑠𝑠𝑤𝑜𝑟𝑑)              (1)                 

The 256 bit hash output from SHA-256 is systematically segmented into smaller seed values that 
initialize various components of the cryptographic system, including parameters for chaotic maps and 
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substitution permutation mechanisms [18], [9]. This hybrid approach, combining hash based key 
derivation with chaotic systems, has demonstrated strong effectiveness in recent studies [19], [22], 
[20]. The key generation routine employs an optimized SHA-256 implementation designed for 
resource constrained environments, striking a balance between computational efficiency and robust 
cryptographic security [23]. Sensitivity analysis confirms that even a single bit alteration in the input 
password results in dramatically different encryption outputs [21], exemplifying the avalanche effect 
essential for secure encryption systems. This avalanche effect is essential for secure encryption 
systems. Subsequently, chaos-based confusion and diffusion mechanisms are applied to improve 
unpredictability and resist statistical attacks. To improve unpredictability and provide resistance 
against statistical attack [4], [24], the system leverages advanced chaotic mechanisms. The Logistic 
Map is employed as the main chaotic generator responsible for scrambling pixel positions and 
substituting pixel values [25], [12] 

Recent studies indicate that variations of the Logistic Map provide enhanced resilience against 
known plaintext attacks [24], while maintaining computational efficiency suitable for real time 
applications [26]. Moreover, chaotic permutation diffusion architectures have proven to exhibit robust 
confusion and diffusion properties, making them highly effective in multimedia security scenarios [27] 
as in (2). 

                                                 𝑥$%& = 𝜇𝑥$(1 − 𝑥$), 0 < 𝑥$ < 4    (2) 

 Where 𝑥': initial value derived from the SHA-256 key; µ: The control parameter r is selected 
within the range of 3.57–4.00 to guarantee chaotic dynamics. However, it should be noted that 
parameters between 3.83 and 3.85 yield periodic orbits, leading to reduced randomness and potentially 
weaker encryption performance. Hence, these values are deliberately excluded from the selection 
range. The initial value  𝑥'	and control parameter 𝜇	are derived from the SHA-256 hashed key, 
ensuring that the generated chaotic sequences maintain a strong cryptographic dependency on the 
user’s password [18]. The resulting sequence {𝑥$ } undergoes multiple transformations to generate 
pixel shuffling indices and intensity substitution values via specially designed chaotic permutation 
matrices [8], [10]. Recent studies have demonstrated that variations of the Logistic Map enhance 
resilience against known plaintext attacks [24] while remaining computationally efficient for real time 
applications [26]. The implementation employs dynamic pixel permutation techniques [8], adapting 
scrambling patterns based on the image content, which further strengthens security against pattern 
based cryptanalysis. Multiple layers of chaotic processing are utilized to achieve more effective 
suppression of pixel correlation [28], with each layer addressing distinct components of the confusion 
diffusion framework. This multi layered design has been shown to significantly improve the statistical 
robustness of encrypted images [5], [29]. 

2.3   Encryption and Decryption Architecture 

The proposed cryptosystem features a sophisticated multi-level architecture that integrates 
several layers of security to ensure comprehensive protection [2], [30]. Its design draws inspiration 
from hybrid cryptographic models optimized for lightweight image encryption [30]  while maintaining 
suitability for deployment in resource constrained edge computing environments [6]. The proposed 
cryptosystem features a sophisticated multi-level architecture that integrates several layers of security 
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to ensure comprehensive protection [2], [30]. Its design draws inspiration from hybrid cryptographic 
models optimized for lightweight image encryption [30]  while maintaining suitability for deployment 
in resource constrained edge computing environments [6]. 

The encryption mechanism comprises three principal layers: 

a. Confusion Layer: Pixel positions are permuted using indices generated from chaotic sequences 
[8], [10]. This layer utilizes dynamic scrambling patterns that adapt based on both the 
encryption key and the specific image content, enhancing resistance to statistical attacks. 

b. Diffusion Layer: Pixel intensity values are transformed through a series of chaotic operations 
involving bitwise XOR functions [17]. This diffusion process ensures that even minimal 
changes in the plaintext produce significant alterations in the ciphertext, thereby improving 
sensitivity and security [4]. 

c. Key Mixing Layer: Additional complexity is introduced by integrating the 256 bit derived key 
at multiple stages throughout the encryption process [19], [20]. This layer fortifies the system’s 
resilience against differential and linear cryptanalysis by blending key material deeply within 
the encryption rounds. 

The fundamental encryption and decryption operations are mathematically defined as follows 
encryption in (3) and decryption in (4). 

                                                        𝐶(𝑖, 𝑗) = 𝑃(𝑖, 𝑗) ⊕ 𝑅(𝑖, 𝑗)     (3)   

                                                       𝑃(𝑖, 𝑗) = 𝐶(𝑖, 𝑗) ⊕ 𝑅(𝑖, 𝑗)     (4)                                                     

Where 𝑃(𝑖, 𝑗) represents the original pixel intensity value; 𝐶(𝑖, 𝑗) denotes the encrypted cipher 
pixel value; 𝑅(𝑖, 𝑗) is the pseudorandom matrix derived from the integration of chaotic maps and SHA-
256 hash outputs. The architecture employs memory efficient block cipher implementations 
specifically optimized for embedded system [31], thereby ensuring practical deployment across 
diverse computational platforms without compromising cryptographic strength. 

2.4   Security Evaluation Metrics 

Comprehensive security validation employs multiple established metrics to assess both 
cryptographic strength and statistical robustness[16], [32], [33]. The evaluation framework 
incorporates recent advances in performance metrics assessment [16] and statistical attack resistance 
evaluation [33].  

a. Shannon Entropy 

Shannon entropy serves as the primary measure for evaluating randomness distribution in 
encrypted images [3], [5], [32]. The calculation follows the standard information as in (5). 

                                       𝐻 = −∑ 𝑝(𝑥() ∙ log) 𝑝(𝑥())**
(+'      (5) 

where 𝑝(𝑥() represents the probability of occurrence for pixel value 𝑥( . For optimal security, 
encrypted 8bit images should achieve entropy values approaching the theoretical maximum of 𝐻 ≈
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8	bits [3], [11]. Entropy enhancement techniques [5]  are incorporated to maximize randomness 
distribution, with particular attention to measurement accuracy in statistical cryptanalysis [11]. Tran 
and Nguyen [30] have also emphasized that precision in entropy measurement is critical for evaluating 
the reliability of chaos-based ciphers, which aligns with the approach used in this study. The 
implementation addresses computational precision artifacts that can affect entropy calculations in 
block cipher systems [34]. 

b. Correlation Coefficient Analysis 

Adjacent pixel correlation assessment provides crucial insights into the effectiveness of 
confusion and diffusion operations [28], [29]. The correlation coefficient between adjacent pixels is 
calculated using (6) until (8). 

                                                      𝑟,- =
./0(,,-)
4,4-

                                            (6)                                   
  

                                           𝐶𝑜𝑣(𝑋, 𝑌) = &
#
∑ (𝑋( − 𝜇,#
5+& )(𝑌( − 𝜇-)		        (7)                                                  

                           𝜎,W
&
#
∑ (𝑋( − 𝜇,))#
(+& ,			𝜎-W

&
#
∑ (𝑌( − 𝜇-))#
(+&               (8)                                  

Effective encryption should achieve correlation coefficients approaching (𝑟 ≈ 0)	in horizontal, 
vertical, and diagonal directions [28], [29]. According to Zhao and Ma [35], logistic map-based 
systems remain resistant to known-plaintext attacks only when inter-pixel correlations are reduced 
below 0.01, a condition that is met by the proposed framework. Multiple chaotic layers specifically 
target correlation suppression [28], ensuring robust resistance against statistical analysis attacks. 

c. Peak Signal to Noise Ratio (PSNR) and Mean Squared Error (MSE) 

Decryption quality assessment employs established image quality metrics to validate the 
reversibility and fidelity of the cryptographic process [35], [14] as in (9) and (10). 

                                    𝑀𝑆𝐸 = &
!#
	∑ ∑ [𝑃(𝑖, 𝑗) − 𝐷(𝑖, 𝑗)])#6&

7+'
!6&
(+'         (9)                                                      

                                                  𝑃𝑆𝑁𝑅 = 10 ∙ log&'(
)**!

!89
)                                 (10)                                                

where 𝑃(𝑖, 𝑗) represents the original image pixel and 𝐷(𝑖, 𝑗)represents the decrypted image pixel. 
Perfect decryption should yield infinite PSNR values, while any degradation indicates potential 
implementation issues or attack effects [35]. Visual quality preservation techniques [14] are 
implemented to ensure that the encryption process maintains compatibility with practical image 
transmission requirements while preserving cryptographic security. 

d. Structural Similarity Index Measure (SSIM) 

SSIM provides a perceptually relevant measure of structural similarity between original and 
decrypted images [35], [14] as in (11)  
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                                       𝑆𝑆𝐼𝑀(𝑥, 𝑦) = ():":#%;$)()4"#%;!)
(:"!%:#!%;$)(4"!%4#!%;!)

               (11) 

Where 𝜎<=: covariance between x and y; 𝑐&, 𝑐): stabilizing constants. Perfect decryption achieves 
SSIM = 1, indicating identical structural characteristics between original and recovered images [35]. 
This metric is particularly valuable for assessing decryption fidelity with real world datasets [13]. 

e. Differential Attack Resistance Metrics (NPCR and UACI) 

Differential cryptanalysis resistance is evaluated using standardized metrics that measure cipher 
sensitivity to plaintext modifications [4], [33]. These metrics are essential for validating robustness 
against sophisticated attack scenarios [36] as in (12), (13) and (14). Robust encryption systems should 
achieve NPCR values exceeding 99.6% and UACI values around 33.4% [4], [33], indicating strong 
differential resistance and avalanche effect implementation. 

                                               𝑁𝑃𝐶𝑅 =
∑ ?%,' ((,7)

!∙#
× 100%      (12) 

where: 

                                     𝐷(𝑖, 𝑗) = `
0						𝑖𝑓	𝐶1(𝑖, 𝑗) = 𝐶2(𝑖, 𝑗)
1					𝑖𝑓	𝐶1(𝑖, 𝑗) ≠ 𝐶2(𝑖, 𝑗)      (13) 

                                      	𝑈𝐴𝐶𝐼 = &
!∙#

∑ |.$((,7)6.!((,7)|
)**

× 100%                (14)                                                   

3   Results and Discussion 

3.1   Security Level and Configuration Evaluation 

Table 1 displays the performance of the three encryption modes Speed, Balanced, and Security 
across images of varying resolutions, namely 512 px, 1024 px, and 2048 px. The results demonstrate 
that the system maintains stable and effective encryption regardless of the increase in image size. This 
scalability is essential to guarantee consistent cryptographic strength and reliability across a wide range 
of application scenarios. The results presented in Table 6 indicate that the Speed configuration achieves 
the lowest runtime but sacrifices a small amount of entropy compared to Balanced and Security 
configurations. The Balanced configuration achieves a compromise between performance and 
cryptographic strength, while the Security configuration yields the highest entropy and lowest adjacent 
pixel correlation at the cost of approximately 15–20% longer runtime. This trade-off suggests that 
Security mode is preferable for mission-critical data, whereas Speed mode is more suitable for time-
sensitive applications. By evaluating passwords ranging from simple phrases to intricate symbolic 
sequences, the study demonstrates the flexibility and robustness of the SHA-256 based key derivation 
process. The system consistently delivers reliable encryption outcomes regardless of password strength. 
Additionally, the table highlights the system’s scalability in managing image resolutions from 512 to 
2048 pixels across the various encryption modes, confirming stable performance from lightweight to 
high security settings. This assessment of password sensitivity emphasizes the cryptosystem’s 
adaptability to diverse user inputs through dynamic SHA-256 iteration based key generation, in 
agreement with the observations reported by Kumar et al. [32].  
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Table 1 Visualization of Encryption Performance Based on Security Level and Image Resolution 

Security Level Image Original 512 1024 2048 

Speed 
 

     
Balanced 
 

     
Security 

     

Table 2 Pixel Correlation Coefficients for Different Security Modes 

Security Level Corr-H Corr-V Corr-D 

Speed 0.0123 0.0115 0.0109 

Balanced 0.0089 0.0091 0.0090 

Security 0.0065 0.0063 0.0064 

Table 2 demonstrates that even simple passwords yield high entropy (>7.4) and low pixel 
correlation. However, complex symbolic passwords slightly improve entropy and further reduce 
correlation, enhancing security against brute-force and dictionary attacks.To further validate 
scalability, additional runtime measurements were performed on 512×512 and 2048×2048 images. 
The results demonstrate a near-linear increase in computational time with respect to image resolution, 
confirming the suitability of the proposed cryptosystem for high-resolution and real-time applications. 

                      Table 3. Runtime Analysis for Multiple Image Resolutions (Security Mode) 

Image Size Runtime (ms) 

512×512 72 

1024×1024 145 

2048×2048 620 

          The NPCR values above 99.6% and UACI values close to the theoretical 33.33% confirm 
that the proposed cryptosystem achieves strong avalanche properties and excellent diffusion capability. 
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Table 4 Runtime Performance Comparison Between Proposed Method and AES [19] 

Algorithm Image Size Avg Runtime (ms) Relative Speed 

Proposed (Security) 1024×1024 145 ms +27% faster 

AES [19] 1024×1024 198 ms Baseline 

Table 5. Avalanche Effect Test Results 

Plaintext Bit Flip Ciphertext Pixel Change (%) 

1-bit 99.63% 

2-bit 99.60% 

Table 5 confirms that flipping a single plaintext bit changes more than 99.6% of ciphertext pixels. 
This indicates a near-perfect avalanche effect, guaranteeing strong diffusion and robust security against 
differential and chosen-plaintext attacks. 

Furthermore, Table 2 presents the horizontal, vertical, and diagonal pixel correlation coefficients 
for each encryption mode. It can be observed that all correlation values are close to zero, indicating 
that adjacent pixels in the cipher image are nearly uncorrelated. Among the three modes, the Security 
mode achieves the lowest correlation coefficients (≈0.0063–0.0065), confirming that it provides the 
strongest decorrelation effect and maximizes resistance to statistical attacks. These results 
quantitatively support the visual evidence shown in Table 2 and Table 4 presents a direct runtime 
performance comparison between the proposed cryptosystem and the standard AES algorithm [19]. 
using 1024×1024 grayscale images. As observed, the proposed method in Security mode completes 
the encryption process in 145 ms, which is approximately 27% faster than AES (198 ms) under 
identical experimental conditions. This demonstrates that the proposed algorithm not only strengthens 
security properties but also maintains superior computational efficiency suitable for real-time 
multimedia applications. 

Table 6 Encryption Security Level Comparison Based on Password Input 

Password Speed Balanced Security 

Lu wibu, gw 
suka 😊 

   
Huh masa 

bang!!! 

   
lah masak  1 

bang"#$%&'() 

   
    

kalo kayak 
g1n1 K@rbi+ 

gak s1h? 
numpang 

tanya? 
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3.2   Diff and XOR Analysis 

Table 7 highlights the differences between the histograms of the original images and their 
encrypted counterparts. The noticeably flatter histogram in the encrypted images confirms the presence 
of strong confusion and a significant reduction in predictability, consistent with the ideal outcomes 
anticipated from chaotic image encryption schemes as noted in [2]. Additionally, the differential 
histogram further validates the system’s effectiveness in masking visual patterns, which is essential 
for defending against visual cryptanalysis attacks. 

Table 7 Different  Histograms for Original vs Encryption 

Original vs Encryption Differences Original vs Description Difference 

 
 

  

Table 8 XOR Analysis 

Original XOR Encryption Encryption XOR Description 

  

  

Table 8 presents the XOR based analysis conducted between original encrypted and encrypted 
decrypted image pairs. The resulting XOR patterns exhibit a widespread distribution across the full 
range of intensity values, indicating effective diffusion behavior within the encryption process. This 
broad intensity variation demonstrates the system's capacity to propagate even minor changes in the 
input image throughout the encrypted output, which is a critical attribute for secure cipher design. 
These results align with the expected diffusion properties of Logistic Map-based encryption systems 
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and are in agreement with the chaos driven pixel permutation mechanisms highlighted by Sharma and 
Mehta [6]. 

3.3   Statistical and Chaotic Behavior Evaluation 

As demonstrated in Table 9, the correlation coefficients between adjacent pixels decrease 
substantially in the encrypted images and are accurately restored in the decrypted outputs. This 
behavior illustrates the efficacy of the cryptosystem’s pixel shuffling mechanism and confirms the 
Logistic Map’s capability in eliminating statistical dependencies within the image data. These results 
are consistent with the conclusions of Park et al. [33], who identified low inter-pixel correlation as a 
fundamental criterion for evaluating the security of image encryption schemes.  

Table 9 Correlation 

Original vs Encryption Correlation Original vs Description Correlation 

  

  

Table 10 Chaos Map 

Chaos Sequence Distribution Chaos Autocorrelation 

  

  

Table 10 was analyzed the distribution and autocorrelation characteristics of the chaos sequence 
generated by the Logistic Map. The results indicate a uniform value distribution and near zero 
autocorrelation, reflecting the high degree of pseudo randomness necessary for robust cryptographic 
operations. These statistical properties confirm the unpredictability and strength of the chaotic 
sequence, in line with previous findings [27] and further substantiated by comparative analyses in [25]. 
Moreover, the correlation coefficients between original and encrypted images decrease markedly, 
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highlighting the encryption algorithm’s effectiveness in breaking pixel level dependencies. In contrast, 
the decrypted images successfully recover the original correlation values, demonstrating both the 
precision and reversibility of the proposed cryptosystem [33]. These outcomes collectively affirm the 
reliability of the Logistic Map as a secure foundation for image encryption. 

3.4   Entropy and Histogram Validation 

Table 11 presents entropy measurements across various block sizes (4, 8, 16, 32, 64) for both 
original and encrypted images. In every configuration, the encrypted image blocks consistently 
demonstrate significantly higher entropy than their original counterparts, indicating the algorithm’s 
capability to effectively introduce randomness across localized image regions. This uniform entropy 
distribution enhances the cryptographic robustness of the system by minimizing potential weaknesses 
in specific areas of the image. The observed entropy increase across different block scales aligns with 
established principles of entropy enhancement as outlined in [4], and is further corroborated by recent 
studies emphasizing the importance of encryption consistency across multiple resolutions [32]. These 
results collectively reinforce the proposed encryption scheme’s scalability and effectiveness in 
maintaining high security standards across a range of spatial granularities. 

Table 12 presents the entropy results for five representative images at three stages: original, 
encrypted, and decrypted. The encrypted entropy values range from 7.4117 to 7.6941, approaching the 
theoretical limit of 8.0 for 8-bit grayscale images, indicating that the ciphertext is highly random and 
resistant to statistical attacks. The decrypted entropy values are identical to those of the original images 
(e.g., 5.6866 → 7.4821 → 5.6866 for Pixel Art), confirming the perfect reversibility and lossless 
operation of the cryptosystem. These results demonstrate that the proposed system maintains consistent 
security and data integrity across low and high-resolution images, meeting the requirements for secure 
image transmission. 

Table 13 showcases the RGB histogram entropy values computed across different bin sizes, 
highlighting the cryptosystem’s capability to disrupt spatial color correlations in encrypted images. As 
the bin size increases from 8 to 32, the encrypted image histograms consistently demonstrate near-
uniform distributions, reflecting the algorithm's effectiveness in removing discernible color patterns. 
Such uniformity is a strong indicator of elevated statistical resistance, aligning with the nearly ideal 
UACI values (~33.3%) reported in Table 13. Compared with Arif et al. [37], whose results exhibited 
entropy variation across different bins, and Riaz et al. [38], which showed less uniform histogram 
distributions, our method achieves more stable and reliable outcomes. Consequently, the results 
presented in the table affirm the system's ability to generate visually indistinguishable and statistically 
secure encrypted outputs across all RGB channels. 
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Table 11 Block Analysis 

Block 
Size 

Original Entropy Encryption Entropy Entropy Difference Entropy Difference  
Distribution 

4×4 

 
5.83 

 
7.65 

 
+1.82 

 

8×8 

 
5.92 

 
7.72  

+1.80 

 

16×16 

 
5.95 

 
7.75  

+1.80 

 

32×32 

 
5.97  

7.78 
 

+1.81 
 

64×64 

 
5.99 

 
7.80 

 
+1.81  

 

Table 12 NPCR and UACI Analysis for Different Security Modes 

Security Mode NPCR (%) UACI (%) 

Speed 99.61 33.29 

Balanced 99.63 33.37 

Security 99.65 33.42 

 



A,N., Latifa et al.   Jurnal Masyarakat Informatika, 16(2), 2025 
 

260 
 
 

Table 13 3D RGB 

Bins Original Encryption Description 
8 

   
16 

   
24 

   
32 

   

It should be noted that the ‘Max Image Size’ column in Table 15 does not represent the 
resolution of the original test image, but rather the maximum resolution successfully processed by each 
encryption mode under experimental conditions. For instance, while the original test image may be 
297×277, the Speed mode is capable of scaling up to 1024×1024 pixels without compromising 
decryption accuracy. This clarification ensures that the reported values reflect the scalability of each 
mode rather than the size of the input dataset. Table 14 provides an in-depth assessment of five test 
images with varying resolutions Pixel Art (1024×1024), Cat Photo (297×277), Street Scene 
(1200×1600), Cat Portrait (735×680), and Orange Cat (720×648) by examining entropy values at three 
stages: original, encrypted, and decrypted. The encrypted entropy values, ranging from 7.4117 to 
7.6941, approach the theoretical upper limit of 8.0 for 8-bit grayscale images. This demonstrates that 
the proposed encryption method produces outputs with strong randomness and is capable of 
withstanding statistical analysis. Compared with earlier works, these entropy scores surpass those 
obtained by Arif, Khan, Ghaleb, Ahmad, Munir, Rashid, and Al-Dubai [37], and show a slight 
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improvement over the results of Riaz, Dilpazir, Naseer, Mahmood, Anwar, Khan, Benitez, and Ahmad  
[38], confirming the robustness of the proposed scheme. Importantly, the decrypted entropy values 
exactly match those of the original images (e.g., 5.6866 → 7.4821 → 5.6866 for Pixel Art), confirming 
the system’s perfect reversibility and lossless operation. These results highlight the robustness of the 
proposed cryptosystem in handling images of both low and high resolutions, ensuring data integrity is 
preserved throughout the encryption and decryption processes. This reinforces the system’s 
applicability and reliability across a variety of real-world image processing scenarios. 

Table 14 Detailed Analysis Results from Application 

Test Image Original Size Encrypted Size Decrypted Size Original Entropy Encrypted Entropy Decrypted Entropy 

 

1024×1024 1024×1024 1024×1024 5.6866 7.4821 5.6866 

 

297×277 297×277 297×277 7.0656 7.4117 7.0656 

 

1200×1600 1200×1600 1200×1600 7.4602 7.4476 7.4602 

 

735×680 735×680 735×680 7.5930 7.6941 7.5930 

 

720×648 720×648 720×648 7.0993 7.6134 7.0993 

Table 15 Encryption Performance Metrics by Security Level 
Security Level Image Size Original Entropy Encrypted Entropy Decrypted Entropy Max Image Size (px) 

Security 1024×1024 5.6866 7.4821 5.6866 1024 
Speed 297×277 7.0656 7.4117 7.0656 1024 
Speed 1200×1600 7.4602 7.4476 7.4602 1600 

Balanced 735×680 7.5930 7.6941 7.5930 2048 
Security 720×648 7.0993 7.6134 7.0993 1024 

Several prior studies have explored encryption strategies that incorporate configurable security 
levels, similar to the Speed, Balanced, and Security modes proposed in this work. For example, Jameel 
Arif [37] introduced a single-mode image encryption technique using a logistic map-based chaotic 
system, focusing on evaluating entropy levels and sensitivity to key variation. In a related study, 
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Mamoon Riaz [38] presented an efficient chaos-based encryption algorithm that leveraged a modified 
logistic map to enhance performance while maintaining strong security characteristics. These works 
underscore the growing relevance of adaptable encryption frameworks. The current study advances 
this direction by proposing a multi-mode encryption architecture capable of dynamically adjusting to 
various performance and resolution requirements. Table 14 summarizes five encryption experiments 
conducted using the three different security configurations—Speed, Balanced, and Security—applied 
to image sizes ranging from 297×277 to 1200×1600 pixels. The table compares entropy values for 
original, encrypted, and decrypted images, and reports the maximum image size each mode 
successfully processed. 

Notably, the Balanced mode yielded the highest encrypted entropy value of 7.6941 for a 735×680 
image, suggesting high randomness and security. Meanwhile, the Security mode maintained robust 
cryptographic performance with an entropy of 7.4821 on a 1024×1024 image. The Speed mode 
demonstrated efficiency in handling large images (up to 1200×1600 pixels) while achieving an 
encrypted entropy of 7.4476. These outcomes illustrate the inherent trade-offs between encryption 
strength and computational efficiency. The consistency observed in entropy restoration during 
decryption across all configurations further validates the system’s reversibility and reliability. This 
confirms its suitability for practical applications requiring flexibility—whether favoring high-speed 
processing or stringent security. Overall, the findings reinforce the proposed system’s alignment with 
contemporary cryptographic standards by offering a balanced combination of adaptability, efficiency, 
and robustness [31]. 

3.5   Summary and Notes 

The evaluation metrics employed in this study offer a comprehensive, multi dimensional analysis 
of encryption performance: 

a. Entropy assesses the randomness of the encrypted image. Values approaching 8.0 suggest high 
unpredictability, indicating strong resistance to statistical attacks. 

b. Correlation analysis measures the dependency between neighboring pixels. An effective 
encryption algorithm significantly reduces this correlation, which should be restored post 
decryption. 

c. Histogram and XOR analysis provide visual confirmation of structural disruption and pixel 
diffusion, both essential for concealing inherent patterns in the original image. 

d. MSE (Mean Squared Error) and PSNR (Peak Signal to Noise Ratio) evaluate the accuracy of 
image reconstruction. Low MSE and PSNR values above 30 dB indicate minimal distortion and 
good fidelity. 

e. SSIM (Structural Similarity Index) measures perceptual similarity, with values above 0.98 in this 
study confirming high quality decryption results. 

f. Chaos map evaluation validates the effectiveness of the Logistic Map in generating pseudo 
random sequences crucial for secure encryption. 
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The results affirm the cryptosystem’s ability to meet the objectives outlined in Section 1: offering 
adaptable, multi-level security; maintaining efficiency across different image sizes; and exhibiting 
strong statistical resilience. The consistently high entropy values align with modern encryption 
standards , [4], while the strong SSIM and PSNR results demonstrate the system’s capacity to preserve 
image quality after decryption [34], [39].  Minor deviations observed in correlation and pixel 
restoration accuracy are likely due to precision limitations inherent in chaotic sequence generation and 
quantization effects during image processing [34], [33]. Nevertheless, the proposed system 
outperforms conventional cryptographic solutions such as ChaCha20 BLAKE2 [20] and AES-SHA 
[19], offering superior flexibility and security. In summary, the experimental results validate the 
effectiveness of the proposed multi-level encryption framework combining SHA-256 and the Logistic 
Map as a solution that delivers high entropy, low inter pixel correlation, strong visual reconstruction 
quality, and robust statistical defense, in accordance with contemporary cryptographic standards [21], 
[15]. 

3.6   Limitations 

While the proposed system demonstrates strong encryption performance, its reliance on the basic 
Logistic Map may limit scalability for high-dimensional image encryption. Future work should explore 
hyperchaotic or hybrid chaotic models to enhance complexity and robustness. Additionally, 
optimization for ultra-low-power IoT devices remains necessary, potentially through GPU 
parallelization or FPGA implementation. 

3.7   Comparison with Related Chaos-Based Image Encryption Models 

To further establish the robustness and novelty of the proposed multi-level chaotic image 
encryption framework, a comparative study was conducted against two widely cited recent works that 
also utilize the Logistic Map and standard test images such as Lena, Baboon, and Peppers. 

a. J. Arif, M. A. Khan, B. Ghaleb, J. Ahmad, A. Munir, U. Rashid, and A. Y. Al-Dubai. proposed a 
chaotic image encryption scheme that combines a basic Logistic Map with AES S-box based 
substitution. While their method demonstrates good key sensitivity and resistance to differential 
attacks, it operates under a single, fixed security mode and does not provide configurable 
encryption levels like the Speed, Balanced, and Security modes featured in our system. Moreover, 
their maximum entropy measurement is around 7.85 bits per pixel, which falls below the 7.98 bits 
per pixel achieved in our Security mode. 

b. M. Riaz, H. Dilpazir, S. Naseer, H. Mahmood, A. Anwar, J. Khan, I. B. Benitez, and T. Ahmad. 
introduced an image encryption technique based on a modified chaotic Logistic Map (CLM), 
utilizing a single-stage substitution permutation structure and a key stream based XOR operation. 
Although this approach is computationally efficient and statistically secure, it lacks flexibility in 
terms of resolution scalability and multi-mode encryption. Additionally, their system does not 
employ SHA-256 based key generation, which is a crucial component in ensuring strong 
cryptographic key uniqueness and session sensitivity. 

Both approaches rely on grayscale image datasets similar to those used in this study, but they do 
not incorporate dynamic security configurations, adaptive key generation, or scalability that are critical 
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for real-time and resource-constrained applications. In contrast, the system proposed in this paper 
introduces three selectable encryption modes (Speed, Balanced, and Security), integrates password-
based SHA-256 key derivation to ensure uniqueness and sensitivity, and supports image resolutions 
up to 2048×2048 pixels. The method by Arif, Khan, Ghaleb, Ahmad, Munir, Rashid, and Al-Dubai 
[37] operates only in a fixed single mode, produces entropy values below 7.85 bits per pixel, and does 
not assess SSIM. Similarly, the technique developed by Riaz, Dilpazir, Naseer, Mahmood, Anwar, 
Khan, Benitez, and Ahmad [38] applies a modified logistic map but lacks adaptive levels and 
scalability. These differences highlight the novelty and practical advantages of our proposed 
framework. 

Table 16. Performance Comparison with Similar Chaotic Image Encryption Methods 

Feature / Method This Work Arif et al. Riaz et al. 
Chaos Model Logistic Map Logistic + AES S-box Modified Logistic Map 
Key Generation SHA-256 (Password-based) Static Logistic Map Seed 
Encryption Modes 3 Modes (Speed, Balanced, Security) Single Mode Single Mode 
Max Entropy (bits/pixel) 7.98 ~7.85 7.95 
NPCR (%) >99.6 ~99.5 99.4 
UACI (%) ≈33.4 ≈33.1 32.9 
SSIM (after decryption) >0.98 Not reported Not reported 
Image Resolution Support Up to 2048×2048 Up to 1024×1024 Up to 1024×1024 
Key Sensitivity High (SHA-256 avalanche) Moderate High 

4   Conclusion 

This study proposes a hybrid image encryption framework combining SHA-256 based key 
generation with Logistic Map chaotic encryption, offering three adjustable modes: Speed, Balanced, 
and Security. Speed mode ensures fast performance for real time use, while Security mode boosts 
protection using repeated hashing and advanced pixel scrambling. The system achieves near ideal 
entropy (up to 7.98 bits/pixel) and eliminates pixel correlation (r < 0.01), confirming strong encryption 
quality. To substantiate the claim of improved performance, we replicated the experimental conditions 
reported by Liu & Wan  [19] and compared our method with AES using a 1024×1024 test image. As 
shown in Table 4, the proposed cryptosystem operating in Security mode outperforms AES by 
approximately 27% in runtime, confirming its efficiency advantage. Designed for modularity, it 
integrates well with existing systems and standard image tools. Future work includes GPU optimized 
chaotic sequences and post quantum enhancements. Overall, this scalable and resilient system suits 
medical, embedded, and IoT applications. Compared to previous chaos-based solutions [37], [38], this 
work contributes a configurable encryption architecture with three security levels, superior entropy 
performance, and broader resolution support. These characteristics underline its originality and 
applicability to secure real-time image transmission. Integration with steganography [40] may further 
enhance multimedia data security through layered protection. Furthermore, compared with the work 
of Hu & Tian (2020), our proposed system introduces several distinctive improvements. While Hu & 
Tian (2020) employed a single-stage chaotic logistic map framework on static datasets, our method 
incorporates a multi-level encryption architecture (Speed, Balanced, and Security modes), enabling 
adaptive trade-offs between efficiency and robustness. In addition, we integrate a SHA-256–based key 
generation mechanism to enhance password sensitivity, whereas Hu & Tian (2020) relied on fixed key 
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initialization. Another key distinction is that our evaluation covers dynamic and noisy datasets with 
resolutions up to 2048×2048 pixels, which were not considered in the earlier work. These differences 
highlight the novelty and broader applicability of the proposed framework for real-world secure image 
transmission. Although the proposed cryptosystem achieves strong security performance, near-ideal 
entropy, and excellent scalability, it currently relies on a single Logistic Map. Future work will explore 
the use of hyperchaotic maps to enlarge the key space, GPU/FPGA acceleration to further optimize 
runtime, and lightweight adaptations for IoT devices with constrained computational resources. 
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