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Abstract 

 
Shopping activities in the online market, especially fashion trends, continue to increase with all the promo efforts offered.  
One of the considerations for buying products on the online market is to read reviews. Each consumer review shows the 
level of interest in the product. The number of negative reviews and the emergence of many varied reviews pose a problem 
in categorizing reviews. Sentiment analysis is a way of looking at the polarity of reviews to classify positive and negative 
reviews. The Support Vector Machine method and the combination of the Synthetic Minority Oversampling Technique 
(SMOTE) with Tomek Links are applied in this study. Classification using the Support Vector Machine method and the 
combination of the Synthetic Minority Oversampling Technique (SMOTE) with Tomek Links showed better results with an 
Accuracy of 0.92, Precision of 0.89, Recall of 0.89, and F1-score of 0.89 than without the combination of the Synthetic 

Minority oversampling Technique (SMOTE) with Tomek Links with an Accuracy of 0.68, Precision of 0.55, Recall of 0.99, 
and an F1-score of 0.71. 
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1. Introduction  

 

 In the online market, one of the factors that 

influence the decision to buy a product is the 

availability of information (Li et al., 2019). In 
addition to product descriptions, consumers will see 

other consumer reviews on the product as 

information in deciding to purchase a product (Wang 

et al., 2022). Every sentence written by consumers 

has implied meaning and emotion about the brand 

offered. Through these reviews, consumers share 

experiences and provide information about products 

to new buyers. Based on the amount of data from 

scrapping reviews conducted in this research process 

throughout July 2022, the amount of data collected 

was 11,615 gross data (https://shopee.co.id/). After 

going through the preprocessing process, the clean 
data became 8628 data with a total of 3394 positive 

labeled data and 5234 negative labeled data 

(preprocessing data https://shopee.co.id/). 

Problems arising based on scrapping data get 

responses that tend to be negative reviews by 60% 

positive reviews by 40%. The emergence of many 

varied reviews makes it difficult to categorize and 

analyze consumer reviews. So to find out the 

meaning of the trend of information in a large 

number of consumer reviews, a method is needed to 

process consumer review data quickly and 

automatically. Sentiment analysis is a method that 

can be used to find out the meaning of information 
trends. So by knowing the importance of consumer 

reviews, businesses can take steps and conduct 

market research regarding products and consumer 

characteristics to take steps for brand advancement. 

Regarding previous research regarding the 

classification of sentiment analysis, there are several 

studies conducted using machine learning methods. 

Singla et al., (2017) researched sentiment analysis on 

consumer reviews on the Amazon site by applying 

three Naïve Bayes methods, Support Vector Machine 

(SVM) and Decision Tree. The performance results 

show the Accuracy score of each algorithm, with the 
highest Accuracy score obtained by the Support 

Vector Machine algorithm of 81.77 (Singla et al., 

2017). Hadwan et al., (2022) in his research 

conducted a sentiment classification analysis of 

measuring customer satisfaction for mobile 

applications using the Random Forest (RF) 

algorithm, Bagging, Support Vector Machine (SVM), 

Logistic Regression (LR), Naïve Bayes (NB) and the 
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SMOTE technique. The comparison of each 

algorithm shows that the highest Accuracy score is 

obtained by the Support Vector Machine (SVM) 

algorithm, with an Accuracy score of 94.38% 

(Hadwan et al., 2022). Arivoli and Sonali (2021) 

conducted a sentiment analysis study using the 

Polarity film review dataset from the Twitter API. 

The Naïve Bayes and Support Vector Machine 

classification algorithms are used in this study. The 

evaluation results using the confusion matrix of the 
two algorithms get an Accuracy score of the Naïve 

Bayes algorithm 76.67 and an Accuracy score of the 

Support Vector Machine algorithm 78.18 (Avolli and 

Sonali, 2021). 

 Some of the machine learning algorithms applied 

for sentiment classification in previous studies are 

Random Forest (RF), Bagging, Support Vector 

Machine (SVM), Logistic Regression (LR), Naïve 

Bayes (NB), and Decision Tree. The Support Vector 

Machine (SVM) algorithm method was chosen as the 

sentiment classification method in this study because 
the Support Vector Machine (SVM) works by 

searching for hyperplanes as a way of maximizing 

the separation between classes (Sain and Purnami, 

2015). In addition, the Support Vector Machine 

method was chosen because this research process 

used consumer review data (Lee et al., 2022). The 

type of consumer review data is informal text data 

which has a lot of noise and does not respect 

grammar rules (Li et al., 2019). Support Vector 

Machine is very critical in data processing and tends 

to produce better Accuracy performance than 
methods in previous research (Hadwan et al., 2022). 

 The main challenge in machine learning 

classification is dealing with unbalanced data 

because unbalanced data can result in biased results 

toward the majority class and poor classification 

performance (Bin Alias et al., 2021). Unbalanced 

data occurs due to an unequal balance in the number 

of positive and negative patterns or binary class 

labels in the data set (Sasada et al., 2020). One of the 

oversampling methods is the synthetic minority 

oversampling (SMOTE) technique for unbalanced 

data classification using decision tree analysis. In 
applying the under-sampling method, borderline and 

noise problems will be detected by Tomek links. 

Tomek links work by removing negative classes as 

well as positive classes that have similar 

characteristics (Sain and Purnami, 2015). 

 This study applies document sentiment level 

analysis through reviews in the review column on the 

“https://shopee.co.id/” marketplace regarding fashion 

products. The sentiment analysis method is SVM 

with the SMOTE-Tomek Links combination to 

improve the data sampling workflow (Bin Alias et 
al., 2021). SVM has the advantage of determining the 

separation distance between classes using a support 

vector so that processing carried out on large enough 

data can be faster (Cortes and Vapnik, 1995). The 

Support Vector Machine was chosen because of its 

relatively high level of accuracy, around 80 to 90 

percent, as well as the fairly easy implementation of 

the algorithm and flexibility, which can be combined 

with other methods (Borg and Boldt, 2020). This 

study aims to identify consumer reviews of products 

marketed through online marketplaces to obtain the 

best sentiment analysis classification model from the 

SVM method and the combination of SMOTE and 

Tomek Links models in sentiment review analysis. 

 

2. Literature Review 

 

2.1 Web Scraping  

Web scraping is a technique to automatically get 

information from a site without copying it manually. 

Web scraping aims to find certain information and 

then compile it into different formats. The benefit of 

web scraping is that it makes the information that is 

scraped or retrieved more focused, making it easier to 

search for something (Chapelle and Eymeoud, 2022). 
The first web scraping process is to identify the target 

website, collect the URL page from which data will 

be extracted, make a request to this URL to get the 

HTML of the page, use a search tool or source code 

to find the data in HTML, then save the data in a 

JSON or CSV file or format. Other structures 

(Mustopa et al., 2020). 

 

2.2 Sentiment Analysis 

Sentiment analysis is a computational study that 

analyzes related opinions, sentiments, and emotions 
expressed through text (Li et al., 2019). Sentiment 

analysis creates a system that can then classify text in 

a document. Sentiment analysis examines opinions 

about a product or an event (Borg and Boldt, 2020). 

Sentiment analysis systems for text analysis combine 

natural language processing (NLP) and machine 

learning techniques to assign weighted sentiment 

scores to entities, topics, themes, and categories in 

sentences or phrases (Obiedat et al., 2022). 

 

2.3 Text Mining 

Text mining converts unstructured text into a 
structured format to identify meaningful patterns and 

new insights by applying advanced analytical 

techniques. Preparing raw text documents or datasets 

is also known as text preprocessing. Text 

preprocessing functions to convert unstructured or 

haphazard text data into structured data (Baek et al., 

2020). The stages in text mining can be seen in 

Figure 1. 

 

http://ejournal.undip.ac.id/index.php/jsinbis


Jurnal Sistem Informasi Bisnis 01(2023)       On-line : http://ejournal.undip.ac.id/index.php/jsinbis                         3 
 

 
Figure 1 Stages of text mining 

 

2.4 Term Frequency-Inverse Document 

Frequency (TF-IDF) 

TF-IDF (Term Frequency-Inverse Document 

Frequency) is a method for weighting words from the 

word extraction process with the idea of applying 

common words in information retrieval. This 

weighting method is a combination of term frequency 

and inverse document frequency. Term frequency is 

the number of occurrences of a term in a document. 

The number of terms that appear is directly 

proportional to the weighting given. Meanwhile, 
inverse document frequency measures how important 

words are in a document (Hunt, 2021). 

Term Frequency (TF) states the number of how 

many terms that exist in a document, where the value 

of  is the frequency (f) term (t) in document (d). 

For example, if a term for example, if a term is 

contained in a document 5 times, then the weight = 1 
+ log (5) = 1.699 is obtained. But if the term is not 

contained in the document, the weight is zero (0) 

(Hunt, 2021). The logarithmic TF formula can be 

seen in equation (1).  

 

     (1) 

 

Then next is IDF (Inverse Document Frequency), 

which is a calculation of how the terms are widely 

distributed in the document collection concerned. In 

contrast to TF, where the more frequently a word 

appears, the greater the value, in IDF, the less 

frequently a word appears in a document, the greater 

the value. To determine the IDF value, use the 

formula presented in equation (2). 

 

             (2) 

 

where: 

  = The number of documents containing the term 
(document frequency) 

     = The total number of documents 

 

The term value will be large when the term 

frequently occurs (large tf number) but only in a few 

documents (large number of idf or small idf). The 

term value usually discards general terms. Thus the 

formula for the term Weighting (W) TF-IDF is a 

combination of the TF and IDF equations by 

multiplying the TF value by the IDF value, which 

can be seen in equation (3). 

 

       (3) 

 

where: 

 = The number of occurrences of the term in the 

document 

 = The number of documents containing the term 
 

2.5 SMOTE -Tomek Links 

The combination of SMOTE and Tomek Links 

was first introduced by Batista et al., (2003), this 

method combines the ability of SMOTE to generate 

synthetic data for minority classes, and the ability of 

Tomek Links to remove data identified as Tomek 

links from the majority class, i.e., sample data from 

the majority class that closest to minority class data 

(Swana et al., 2022). 

 
2.6 Support Vector Machine (SVM) 

Support vector machines are included in 

supervised learning, which means that the model or 

machine learns in advance to classify by dividing the 

data into two data sets, namely training data and 

testing data (Lee et al., 2022). The support vector 

machine can find a separator function that can 

separate two data sets from two different classes. The 

concept can be explained simply that SVM tries to 

find the best hyperplane that functions as a separator 

for two classes in the input space by maximizing the 
distance between classes (Elhassan et al., 2016). The 

following image of a SVM concept can be seen in 

Figure 2. 

 

 
Figure 2 SVM’s concept 

 

The SVM concept based on Figure 2 is described 

as an attempt to find the best hyperplane that 

functions as a separator for two classes -1 and +1. 

The classification problem can be explained by trying 

to find the hyperplane that separates the two groups. 
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The best separating hyperplane between the two 

classes is found by measuring the hyperplane 

margins and finding the maximum point. Margin is 

the distance between the hyperplane and the closest 

pattern of each class. The closest pattern is called a 

support vector. Trying to find the location of the 

hyperplane is the core of the learning process in 

SVM. The hyperplane equation assumes that both 

classes -1 and +1 can be perfectly separated by the d-

dimensional hyperplane defined in equation (4). 
 

                     (4)

   

where: 

 = Hyper field 

 = To map each input vector into dimensional space 

  = Bias 

 

The pattern   which belongs to class -1 (negative 

sample), can be formulated as a pattern that satisfies 

inequality (5). 

 

              (5) 

 

While the pattern  which belongs to class +1 

(positive sample), is formulated by inequality (6). 

 

              (6)

  
The most significant margin can be found by 

maximizing the value of the distance between the 

hyperplane and its closest point, which is  which 

is equivalent to minimizing . This can be 

formulated as a Quadratic Programming 

(QP) problem, namely finding the minimum point of 

equation (7) by paying attention to the constraints of 

equation (8). 

 

    (7) 

 

        (8) 

 

where: 

 = Correspondence (submission of intent) class 

 = Input vector 

 

This problem can be solved by various computational 

techniques, including the Lagrange Multiplier. 
 

  

 

with     (9) 

 

 is a Lagrange multipliers, which are zero or 

positive . The optimal value of equation (6) can 

be calculated by minimizing L respect to  and b, 

and maximizing L on . By paying attention to the 

property that at the optimal point of the gradient L=0, 

equation (10) can be modified as maximization of 

problems containing only , such as equation (11). 

 

Maximum: 

  (10) 

 

Subject: 

  ,with  (11) 

 

From the calculation results, it is obtained that  is 

primarily positive. Data that is correlated with 

positive  is what is referred to as a support vector. 

 

2.7 Model Goodness Measures 
The size of the model's goodness can be seen 

using the Accuracy value obtained from the 

confusion matrix. The confusion matrix is a table 

consisting of the number of rows of test data that are 

predicted to be correct and incorrect by a 

classification model (Lee et al., 2022). Illustration of 

the confusion matrix can be seen in Table 1 
 
Table 1 Illustration of the Confusion Matrix 

Actual Value 

Predictive Value 

Negative Positive 

Negative 
True Negative  

(TN) 

False Positive  

(FP) 

Positive 
False Negative  

(FN) 

True Positive  

(TP) 

 

The confusion matrix results used in this study 

are the value of Accuracy and F1-score. Accuracy is 

the number of correct predictions on all predicted 

data. Accuracy is a method of measuring the 

goodness of a model that is commonly used in 

classification modeling. F1-score is a comparison of 

the weighted average Precision and Recall. F1-score 

is a good measure of 7 good models used on 
unbalanced data. Calculation of the value of the 

confusion matrix can be done with the following 

formula. 

 

  (11) 

 

   (12) 

 

    (13) 

 

 (14) 

where: 

TP  : The number of correct positive 

class predictions 

TN : The number of positive class 
predictions is wrong 
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FP  : The number of positive classes 

predicted incorrectly 

FN  : The number of classes other than 

positive is predicted to be true 

Recall : The ratio of correctly positive 

predictions compared to the 

overall correct positive data 

Precision : The ratio of positive correct 

predictions compared to the overall 

positive predicted outcome 
 

Another model, apart from using the accuracy 

value, can also be seen using the AUC (area under 

curve). AUC is a good evaluation model for 

unbalanced data. AUC is the area under the ROC 

(receiver operating characteristic) curve ranging from 

zero to one (Wang et al., 2017). A list of AUC range 

values and their classification levels, according to 

Gorunescu (2011), can be seen in Table 2. 

 
Table 2 AUC range values and classification levels 
according to Gorunescu (2011) 

AUC value Classification level 

0,91-1,00 Excellent 

0,81-0,90 Good 

0,71-0,80 Fair 

0,61-0,70 Poor 

0,50-0,60 Failure 

 

3. Methodology 

3.1 Research Procedure 

The research procedure in this research includes 

the stages of literature study, data collection by 

scraping, dataset review, data labeling, text 

preprocessing series, weighting with TF-IDF, a 

combination of SMOTE and Tomek Links, training 

data and test data, modeling with the SVM method, 

evaluation with a confusion matrix. The research 

procedure can be seen in Figure 3. 
 

3.2 Research Procedure 

The data collection process is carried out using 

scrapping techniques on the online target market 

https://shopee.co.id/. The data taken in this study is 

part of consumer reviews and ratings, the data is the 

result of reviews and ratings in the form of stars with 

a scale of one to five stars from consumers. The 

scraping process can be seen in Figure 4. 

The steps for the scraping process in figure 4 

begin with taking the url of the destination store and 
the url of the API at "https://shopee.co.id/", after the 

url is linked the data absorption process through 

scraping runs then the data that originally has the 

.json extension is parsed into the extension CSV and 

database processing in CSV form as the final result 

of scraping consumer review data. 

 

 
Figure 3 Execution procedure 

 

 
Figure 4 Scraping process
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3.3 Data Labelling 

The dataset taken in this study is still in a state of 

raw data that does not yet have a target class, so it is 

necessary to label the dataset. The process in this 

labelling stage is carried out with rating features and 

expert judgment or linguist validators to determine 

the pattern of review data on positive or negative 

sentiment. This classification is carried out on 
reviews that have a rating of 4 and 5 as positive 

sentiment and ratings of 3 to 1 as negative sentiment. 

 

3.4 Preprocessing 

Text preprocessing refers to the process of 

converting human language text into machine-

interpretable text that can be used for further 

processing for predictive modeling tasks. The 

dataset uses Indonesian language review data 

contained in the review text. This process is very 

important to clean and prepare text data for the 
purposes of this research. The following are the 

stages of the preprocessing process. The editorial 

result of the original preprocessing is in Indonesian, 

which is translated into English. The following 

results of preprocessing data can be seen in Table 3. 

 

4. Result And Discussion 

 

4.1 Result 

The method used as an evaluation in this study 

is the Confusion Matrix and the ROC AUC score. 
The test used 8628 data samples with a comparison 

of the results of data Accuracy using the SVM 

method without SMOTE Tomek links and the SVM 

method with a combination of SMOTE and Tomek 

Links. 

4.2 SMOTE and Tomek Links combination 

In Figure 5, the data distribution experiences data 

imbalance, unbalanced data can produce biased 
results towards the majority class and result in poor 

classification performance. 

Table 3 Preprocessing results 
No Initial Sentence Output Sentence Label 

1 For cool 

material but a bit 

thin. It's worth it 

at that price. For 

the size, the 

bottom is a bit 

short, overall is 

good ðŸ‘ðŸ‘" 

ðŸ‘•ðŸ‘•" 

 

 

'for', 'material', 

'cool', 'rather', 

'thin' 'worth', 'it', 

'with', 'price', 

'that much'. 'for', 

'size', 'under', 

'rather', 'short', 

'overall', 'good' ' 

Positive 

2 In accordance 

with the 

description, 

bought at a flash 

sale price, thank 

you very much 

'according', 

'description', 

'buy' hrg 'flash', 

'sale', 'thank 

you', 'many', 

'seller' 

Positive 

No Initial Sentence Output Sentence Label 

seller and mas 

courier y 

gercepðŸ™ðŸ

™‚",5 

 

3 "The goods are 

very good. The 

quality never 

disappoints. It is 

highly 

recommended to 

buy, so that your 

outfit is up to 

date. Maylova 

â¤ï¸",5 

'item', 'very', 

'good' 'quality', 

'does not 

disappoint', 

'recommended', 

'make', 'buy', 

'biar', 'outfit, 

'contemporary' 

Positive 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

8626 This is so small, 

mah size M 

where is the 

babyterry 

material huui 

ðŸ‘Ž,3 

'small', 'very', 

'sizem', 

'material', 

'babyrry' 
Negative 

8627 They only use 

photos to attract 

buyers 

'they', 'only', 

'use', 'photo', 

'for', 'interesting', 

'buyer' 

Negative 

8628 The material 

doesn't match 

expectations, it's 

very 

disappointing 

that it doesn't 

match what is 

drawn, the 

material is thin 

but not too 

thick, sorry I'll 

just give 3 stars 

hehe:')",3 

'Material', 'not', 

'according', 

'expectation', 

'very,'disappointi

ng', 'no', 

'according 

to','picture', 

'material', 'thin', 

'sorry','love' 'star' 

Negative 

 

 
Figure 5 Data distribution without SMOTE-Tomek Links 

 

Figure 6 shows the confusion matrix results used 

to calculate the Accuracy, Precision, Recall, and F1-

score results of the SVM method without using a 

combination of SMOTE and Tomek links. 
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Figure 6 Confusion matrix without SMOTE- Tomek 

Links 
 

The result of the confusion matrix in Figure 6 is 

that the TP value indicates the acquisition of the 

number of correct positive class predictions of 1009, 

the TN value indicates the acquisition of the number 

of incorrect prediction values of 740, the FP value 

indicates the acquisition of the number of positive 
class predicted incorrectly of 831, the FN value 

indicates the number of classes other than the 

positively predicted correct value of 9. 

Evaluation with other methods using the ROC 

AUC curve score with the Support Vector Machine 

method without and using a combination of the 

SMOTE and Tomek Links methods. The results of 

the curve can be seen in Figure 7. 

 
Figure 7 ROC AUC Without the Combination of SMOTE 

and Tomek Links 
 

The results of the curve in Figure 7 show the 

ROC curve showing a curve skewed towards number 

1 and an AUC score of 0.95 with SVM without using 

a combination of SMOTE and Tomek Links. 
 

4.3 SVM performance with SMOTE and Tomek 

combination 
In Figure 8, the data distribution uses a 

combination of SMOTE and Tomek Links which 

produces synthetic data for the minority class on 

SMOTE and Tomek Links to remove data identified 

as Tomek links from the majority class, that is, 

sample data from the majority class closest to the 

minority class data. 

 

 
Figure 8 Data distribution with SMOTE-Tomek Links 

 

Figure 8 shows the confusion matrix results used to 

calculate the Accuracy, Precision, Recall, and F1-

score using the SVM method with a combination of 

SMOTE and Tomek links. 
 

 
Figure 9 Confusion matrix with SMOTE-Tomek Links 

  

The result of the confusion matrix in Figure 9 is 

that the TP value indicates the acquisition of the 

number of correct positive class predictions of 901, 

the TN value indicates the acquisition of the number 

of incorrect prediction values of 1459, the FP value 

indicates the acquisition of the number of positive 

class predicted incorrectly of 112, the FN value 
indicates the number of classes other than positively 

predicted value of 108. 

Evaluation with other methods using the ROC 

AUC curve score with the SVM method using a 

combination of SMOTE and Tomek Links. The 

results of the curve can be seen in Figure 10. 
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Figure 10 ROC AUC with SMOTE and Tomek Links 
Combination 

 

The ROC AUC curve results show that the ROC 

curve results show a skewed curve towards number 1 
and an AUC score of 0.97 with the SVM method 

using a combination of SMOTE and Tomek Links. 

 

4.2 Discussion 

In the initial process, the dataset was collected 

from the results of scrapping reviews 

https://shopee.co.id/, then the data went through 

preprocessing stages. At the feature extraction 

learning stage, namely TF-IDF and the combination 

of SMOTE with Tomek Links, then the data is 

divided into training data and test data. The next 

stage is entering the learning process of sentiment 
analysis classification using the Support Vector 

Machine algorithm method and as an evaluation 

using the calculation results of Accuracy, Precision, 

Recall, and F1-score from the confusion matrix. 

Table 4 shows the results of Accuracy, Precision, 

Recall, and F1-score. 

Table 4 Comparison of Confusion Matrix Results 

No Item 
Without SMOTE-

Tomek Links 

With SMOTE-

Tomek Links 

1 Accuracy  0,68 0,92 

2 Precision 0,55 0,89 

3 Recall 0,99  

4 F1-score 0,71 0,89 

 

In Table 4, based on Figures 6 and 9, it can be 

seen that the performance of SVM with the SMOTE 

and Tomek Links combination is better than SVM 
without SMOTE and Tomek Links. This happens 

because the number of class input data is not 

balanced, this can be seen in Figures 5 and 8, which 

are shown in the distribution of data. 

ROC AUC curve displays performance 

information of the classification algorithm in 

graphical form. The ROC AUC curve is made based 

on the values obtained in the Confusion Matrix 

calculations. The results of comparing the AUC ROC 

scores with the Support Vector Machine method 

without and using a combination of the SMOTE and 
Tomek Links methods can be seen in Table 5. 

 
Table 5 Comparison of AUC ROC scores 

No Model 
Score of ROC 

AUC 

1 Without SMOTE -Tomek Links 0,95 

2 Using SMOTE-Tomek Links 0,97 

 

The AUC ROC scores shown in Table 5 without 

SMOTE-Tomek Links is 0.95 while using SMOTE-

Tomek Links, it has a score of 0.97. The increase in 

the AUC ROC score in the combination of SMOTE 

and Tomek Links was due to balancing the majority 

and minority class data with the combination of 

SMOTE and Tomek Links. The AUC range and 

classification level, according to Gorunescu (2011), 

0.91 – 1.00 with a ROC curve inclined towards 

number 1, shows excellent results. 

he results of sentiment analysis research using the 

SVM method with a combination of SMOTE and 

Tomek Links yield an accuracy value of 0.92 and an 

AUC score of 0.97 with a curve towards number 1. 

These results are better than sentiment analysis 
research without using data balancing techniques 

conducted by Singla et al., (2017), who applied three 

methods of Naïve Bayes, Support Vector Machine 

(SVM), and Decision Tree with the highest accuracy 

score of 81.77. The following research was carried 

out by Arivoli and Sonali (2021), who examined 

sentiment analysis using the Polarity film review 

dataset taken from the Twitter API using the Naïve 

Bayes and Support Vector Machine classification 

methods. The results of the accuracy of the two 

scores of the Naïve Bayes algorithm are 76.67, and 
the accuracy score of the Support Vector Machine 

algorithm is 78.18. 

Consumer review data has been validated by 

expert judgment or a linguist validator from the 

Department of Indonesian Literature, Faculty of 

Humanities, Sam Ratulangi University, so that the 

consumer review instrument can be used as 

calculation data in the evaluation process. Evaluation 

using the Confusion Matrix method resulted in better 

SVM performance with a combination of SMOTE 

and Tomek Links compared to SVM without a 
combination of SMOTE and Tomek Links. 

 

5. Conclusion 

Consumer reviews of products marketed through 
online marketplaces have been identified using 

sentiment analysis using the Support Vector Machine 

method and a combination of the Synthetic Minority 

Oversampling Technique (SMOTE) with Tomek 

Links. The results of 8628 clean data that have been 

classified using the SVM method and combined with 

SMOTE and Tomek Links produce Accuracy values 

of 0.92, Precision 0.89, Recall 0.89, and F1-score 

0.89 with a difference of 0.03 between the values 

Accuracy with Precision, Recall and F1-score values 

are better than the SVM method without the 

combination of SMOTE and Tomek Links. The ROC 
AUC results of the combination of SMOTE and 

Tomek Links show that the ROC curve is inclined to 

number 1, and the AUC score is 0.97, which 

indicates excellent results. This is because the SVM 

method with a combination of SMOTE and Tomek 

Links has succeeded in identifying by balancing the 

majority and minority data classes, thereby 

increasing the performance of the classification 

results. 
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