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Macrophage infectivity potentiator (Mip) protein, an essential virulence factor 
encoded by pathogenic bacteria such as Legionella pneumophila, arises as an 
interesting new therapeutic target for novel antimicrobials. However, 
Mip- ligands also interact with FKBP12 protein, a human FKBP exhibiting 
immunosuppressive effects. Therefore, these ligands are unsuitable antibiotics. 
Understanding the dynamics and conformations of proteins in the binding pocket 
is important to predict binding properties and to design new binders for different 
FKBPs. We performed the 40 ns combined classical and flooding molecular 
dynamics simulations using additional flooding potential for Mip-rapamycin and 
FKBP12-rapamycin complexes. Both complexes have different flexibilities and 
dihedral angle principal component analysis calculated from MD trajectories. As 
a result, the Mip-rapamycin complex had more conformations than the FKBP12-
rapamycin complex. These different features of both complexes at the binding 
pocket will provide new dues for the design of selective inhibitors of Mip proteins. 

 

1. Introduction 

Legionella pneumophila is the most common species, 
a gram-negative intracellular facultative pathogen that 
causes 90% of the cases of legionellosis [1]. This virus 
causes severe multisystem disease, consolidating 
pneumonia, and extrapulmonary infections, such as 
endocarditis or wound infections [2, 3]. Symptoms of 
Legionnaires’ disease include fever, malaise, myalgia, 
fever, chills, headache, and nonproductive cough [3, 4]. 
Freshwater biofilms support the proliferation of 
L pneumophila that replicate inside free-living amoebae. 
The transmission of the disease occurs when persons 
come into contact with artificial water systems that 
L  pneumophila colonizes. Bacteria present in shower 
heads, hot-water faucets, and air-conditioning units 
facilitate the entry of bacteria into the human lungs [5, 6]. 
The macrophage infectivity potentiator (Mip) protein of 
L. pneumophila is associated with the major virulence 
factor and classified within the enzyme family of FK506-
binding proteins (FKBP), which exhibits peptidyl-prolyl-
cis/trans isomerase (PPIase) activity. The PPIase domain 
of the Mip protein of L. pneumophila is structurally highly 

similar to human FKBP12; both proteins interact with 
rapamycin [7, 8]. 

FKBP12, a 12 kDa protein, was the first one described 
in 1989 as the most abundant and the smallest member of 
the FKBP family [9, 10, 11]. Rapamycin binds 
noncovalently to FKBP12, and subsequently, the 
rapamycin-FKBP12 complex targets the mammalian 
target of rapamycin (mTOR) [12, 13, 14, 15]. Therefore, the 
inhibition of FKBP12 alone does not contribute to their 
immunosuppressive activity; instead, the 
immunosuppression is facilitated by FKBP12 by inhibiting 
mTOR [15]. Due to its immunosuppressive effect, 
rapamycin is clearly counterproductive for the treatment 
of Legionnaire’s disease. These data prompt the 
development of Mip inhibitors that do not interfere with 
immune responses [16]. 

Molecular dynamic (MD) simulations have been 
applied widely and successfully to numerous drug 
discovery processes [17, 18, 19, 20]. A combination of 
NMR relaxation analysis and molecular dynamics 
trajectories of the homodimeric Mip protein provides 
insight into the local dynamics and residual coupling 
between domain motions [7]. Changes in protein 
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conformational dynamics of the FKBP12-FK506 complex 
were also shown by a combined NMR-MD approach [21]. 
Moreover, MD simulations of a binding intermediate 
state between the protein FKBP12 and a high-affinity 
ligand allow a rational explanation for the diversity of the 
core and non-core structures found in various high-
affinity ligands of FKBP12 [22]. 

MD simulations of both complexes were performed 
in this study to investigate dynamic interactions between 
residues of the proteins (Mip of L. pneumophila and 
FKBP12) and atoms of rapamycin. However, the timescale 
to study and predict conformational motions or structural 
transitions in macromolecular systems (especially in 
proteins) on a microsecond time scale is far beyond what 
classical MD can address [23]. To overcome this problem, 
this study used principal component analysis coupled 
with conformational flooding. The basic principle in 
conformational flooding is to destabilize a local 
minimum structure by adding a flooding potential that 
stimulates the simulated system to explore new regions 
of phase space in a short simulation time [24, 25, 26]. 

2. Experimental 

2.1. The Simulation Systems 

The initial conformations of the complexes were 
taken from 2VCD [7] and 1FKB [8]. Ligands were 
parameterized with the general AMBER force field 
(GAFF), and the charges were derived using the AM1-BBC 
method implemented in the Antechamber program [27] 
of the AMBER18 [28]. GROMACS topologies and 
coordinates were generated from the AMBER18 ones 
using acpype [27, 29, 30]. The simulations were 
performed in GROMACS version 2018.2 [31, 32, 33, 34, 35, 
36, 37, 38] using the Amber99SB force field [39]. The 
Mip-rapamycin and FKBP12-rapamycin complexes were 
then neutralized using 4 Cl− and 1 Cl− counterions and 
solvated with 8486 and 6430 explicit TIP3P waters [40], 
respectively, in a decahedron box that extended 10 Å 
beyond any complex atom. 

The velocity Verlet algorithm with a 2 fs timestep was 
used to integrate the equations of motion. Periodic 
boundary conditions were applied. The particle-mesh 
Ewald method [41] for Ewald sums in large systems with 
a 12 Å direct space cutoff distance was employed for the 
long-range electrostatic interactions. The temperature of 
the system was kept at 300 K using the V-rescale method 
[42], and the pressure was kept at 1 bar using the 
Parrinello-Rahman method [43]. The length of the bonds 
involving hydrogen atoms was constrained using LINCS 
[34]. 

2.2. Molecular Dynamics Simulations 

The molecular dynamics (MD) simulation process 
consisted of six steps: minimization, equilibration using 
the canonical NVT (constant number of particles, volume, 

temperature) ensemble, then the NPT (constant number 
of particles, pressure, and temperature) ensemble, 
production dynamics using isothermal isobaric (NPT) 
ensemble, production dynamics with conformational 
flooding, and finally production dynamics without 
conformational flooding. First, the system was 
minimized for 50,000 steps of steepest descent 
minimization. Second, the systems were equilibrated 
using the NVT ensemble for 50,000 steps (100 ps) and 
then the NPT ensemble for an additional 50,000 steps 
(100 ps). Production dynamics were then performed using 
the isobaric-isothermal NPT (constant number of 
particles, pressure, and temperature) ensemble using a 2 
fs time step, and coordinates were saved every pico 
second for analysis during 10 ns. The SHAKE algorithm 
was used to constrain the motion of hydrogen-containing 
bonds [44, 45]. 

Long-range electrostatic interactions were 
calculated using the particle mesh Ewald (PME) method 
[46]. As protein dynamics are influenced by their energy 
surface, introducing potential energy can accelerate these 
processes. The flooding potentials were used to gain 
insight into the dynamics of the complex [24, 25, 47, 48]. 
In this study, adaptive flooding with a target 
destabilization-free energy ΔF0 = 150 kJ/mol, the initial 

flooding strength 𝐸𝑓𝑙
(0) = 0, and a time constant τ = 0.1 ps 

was employed on the complexes. A 10 ns trajectory of the 
system was used for the principal component analysis 
(PCA). 

The flooding potential was built on combinations of 
these PCA eigenmodes. The destabilizing forces were 
applied to all atoms. Subsequently, a flooding simulation 
was conducted for 10 ns. Finally, an additional molecular 
dynamics (MD) simulation without the flooding potential 
was performed for 20 ns. The results of the simulations 
were analyzed by dihedral angle principal component 
analysis (dPCA) to reduce the dimensionality of MD data 
[49, 50]. The dPCA uses the sine/cosine-transformed φ 
and ψ dihedral angles of the peptide backbone to separate 
the internal and overall dynamics of the conformations. 

3. Results and Discussion 

3.1. Overall Dynamics Behavior 

The conformational change and the conservation of 
the protein structure were monitored by the time 
evolution of all atoms and the backbone atoms’ root-
mean-square deviation (RMSD) relative to their initial 
energy-minimized structure and by the calculation of the 
root-mean-square fluctuation (RMSF) through the 40-
ns simulations of both complexes (Figure 1). The flooding 
simulations were performed between 10–20 ns for both 
simulations. RMSD and RMSF of the structures are the 
most common mobility measures. Elevated RMSD and 
RMSF values indicate greater mobility, while lower values 
suggest reduced mobility. 
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Figure 1. Structural analysis of the Mip (i) and FKBP12 (ii) proteins. (a) Root-mean-square deviation (RMSD) of all 
atoms (black lines) and backbone atoms (red lines) with respect to their initial energy minimized structure as a 

function of time. (b) RMSFs of all atoms (black lines) and backbone atoms of individual residues (red lines) during 40-
ns MD simulations. The locations of the protein secondary structural elements are numbered according to the protein 

structure on the right side, and the locations of the residues in the binding pocket are marked in the figure. (c) The 
initial structure of the proteins. Coils, sheets, and helices are represented in gray, blue, and purple, respectively. The 

residues in the active site are depicted in colored sticks 

Root-mean-square deviation (RMSD) is a parameter 
that indicates how much a structure differs from its 
reference structure. Therefore, it is considered an 
important indicator for evaluating the stability of a 
protein in terms of structural conformation. RMSD was 
calculated for all atoms and backbone atoms of both 
proteins to provide an overall measure of the departure of 
the structures from the initial coordinates. Despite the 
global structural similarities and their shared capability 
to bind rapamycin within a similar binding site, Figure 
1(a) clearly illustrates differences in the mobility of the 
two proteins. Mip protein showed a higher value of 3.8 Å 
around 18 ns, followed by a gradual convergence to the 
range of 2.8 to 3 Å as the simulation progresses (Figure 1 
(i-a)). Conversely, RMSD fluctuations reaching 2.5 Å were 
observed at 15–22 ns for FKBP12. However, most of the 
time, the RMSD values of FKBP12 remained in the range 
of 1.5 to 2 Å over the 40 ns simulation (Figure 1 (ii-a)). The 
difference in RMSD values between Mip and FKBP12 
proteins suggests that Mip has more flexible domains 
than FKBP12, which was corroborated by the RMSF 
analysis. 

The local and diagnostic dynamics of each residue 
were assessed based on the root mean square fluctuations 
(RMSF) of all atoms for both proteins. The RMSFs in 
Figure 1(b) show that the main conformational stability 
differences between both proteins were associated with 
the regions 2, 4, 6, 7-8, and 13 around rapamycin. The 
secondary structures of the proteins shown in Figure 1(c) 
are numbered sequentially from the N-terminus to the 
C- terminus. Residues 1 to 26 of the Mip protein are 

omitted, with residues occupying corresponding 
positions in the hydrophobic cavity of both proteins 
depicted in the same colors. The RMSF comparison 
between Mip and FKBP12 indicates a substantial disparity 
in the conformational stability of the two proteins. An 
examination of the structural flexibility of both proteins 
reveals that Mip had a higher average value of RMSF (1.7 
Å) compared to FKBP12 (1.2 Å). 

Previous studies showed a minor structural 
rearrangement upon binding rapamycin with Mip in 
regions 7-8 and 13, which was less marked in FKBP12 [7, 
8]. Furthermore, the relative higher fluctuations of 
FKBP12 in the region and 6 were confirmed by B-factor 
analysis [51]. In region 13, three residues—namely, Y109, 
P117, and I118 for the Mip protein, and Y82, H87, and I90 
for FKBP12—are involved in the binding interaction. The 
high fluctuation of Mip might explain a lower binding 
affinity between the protein and rapamycin. 

3.2. Effect of Conformational Flooding 

Dihedral angle principal component analysis (dPCA) 
was conducted to remove rotations and translations of 
the MD simulations. Additionally, it was used to analyze 
and visualize the MD trajectories in conformational space 
(Figure 2). All the structures obtained from the MD 
simulations were projected onto the first two principal 
components (PC1 and PC2). As represented in Figure 2, 
most conformations form clusters representing 
a collection of similar conformations. PC1 went from 
negative to positive values in both simulations, as shown 
in Figure 2(a). 
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Figure 2. Dihedral angle principal component analysis of Mip (i) and FKBP (ii) proteins along the first two principal 
eigenvectors. (a) The colors, as given in the legend, correspond to time evolution before (black), during (red), and after 

(green) flooding simulations. The estimation of the simulation time of each cluster was indicated. A period of time 
spent moving between two clusters was written diagonally. (b) The colors and occupancies in the legends indicate the 

number of hydrogen bonds. (c) Two-dimensional representation of the free energy landscape G (in kJ/mol). Their 
basins are roughly estimated and indicated by capital Roman numerals 

However, the 2D projection in phase space of the Mip 
shows a gradual migration of the points (Figure 2(i-a)), 
indicating that the conformational flooding caused the 
protein to undergo more flexible motions than FKBP12 
(Figure 2(ii-a)). It can be seen that the conformational 
flooding caused a larger fluctuation in Mip between 
10 and 20 ns compared to FKBP12. There were three 
clusters before flooding (black points), one during 
flooding (red), and two after flooding (green) for Mip, 
while FKPB had only one cluster before flooding and two 
clusters after flooding with no special cluster during 
flooding. This indicates that Mip had more local 
minimums with lower energy barriers than FKBP12. 

The number of hydrogen bonds between the proteins 
and rapamycin was also projected onto the two-
dimensional subspace in Figure 2(b), demonstrating a 
non-homogeneous distribution for Mip and a 
homogeneous one for FKBP12. This suggests that the 
relative stability of the clusters was different for Mip, 
whereas FKBP12 had clusters with similar stability. The 
Mip-rapamycin also revealed that before the flooding 
simulation, the complex experienced fewer hydrogen 
bonding interactions represented by black and red colors, 
during the flooding green and blue, and after flooding red 
and green. On the contrary, the number of hydrogen 
bonds between FKBP12 and rapamycin was observed to be 
fairly constant, as shown by the magenta color 
representing four hydrogen bonds. 

The free energy landscapes for PC1 and PC2 were also 
calculated and are shown in Figure 2(c). It can be observed 
that the Mip-rapamycin complex had a lower energy 
value ranging from 0 to 11.3 kJ mol-1 (Figure 2(i-c)) 
compared to the energy value of FKBP-rapamycin 
ranging from 0 to 11.6 kJ mol-1 (Figure 2(ii-c)) which 
suggests that conformational changes of Mip-rapamycin 
were energetically more favorable. Six and three local 
minima were identified for Mip-rapamycin and FKBP12-
rapamycin, respectively, and marked by capital Roman 
numerals. Two metastable states (III and IV) during the 
conformational transitions of Mip-rapamycin were 
shown along the transition pathways caused by 
conformational flooding before reaching 
thermodynamically more favorable states (V and VI). In 
contrast, only one metastable state II was found during 
conformational changes of the FKBP12-rapamycin 
complex. The energy barrier between states II and III was 
not high enough, so the simulation moved between the 
two states in certain periods. 

The global minimum states were reached after 
flooding or in around 24 ns (state V) and 34 ns (state VI) 
for Mip, but before flooding in around 3 ns (state I) and 
during flooding in around 17 ns (state II and III) for 
FKBP12. In summary, the flooding simulation facilitated 
conformational changes in the complexes, resulting in 
new and stable protein structures, as there was no 
regression towards the original structure after flooding. 
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Figure 3. Intermolecular interactions between rapamycin and Mip (i) and FKBP12 (ii) proteins during MD simulations. 
(a) Number of van der Waals contact within the cutoff distance of 3.5 Å, and (b) number of hydrogen bonds as a 
function of time. The red lines show a 2000-ps running average. (c) Hydrogen-bond existence map for specific 

contacts of rapamycin with the residues in the binding pocket along MD simulations. Red lines indicate the presence of 
hydrogen bonds for particular interactions labeled by the same index in Figure 4 and their occupancies, and white 

breaks imply the absence of that hydrogen bond. Magenta lines refer to a hydrogen bond with the other oxygen atom 
from a carboxyl group of an aspartate side chain 

3.3. Protein-Rapamycin Interactions at the Binding 
Pocket 

The crucial interactions for ligand binding include 
intermolecular hydrogen bonding with the target protein 
and van der Waals interactions. Although van der Waals 
interactions are individually weak, the combined effect of 
multiple van der Waals interactions often contributes to 
the formation of highly stable and specific associations 
between the protein and ligand [52]. To verify 
intermolecular interactions between the proteins and 
rapamycin, the total number of hydrogen-bond and van 
der Waals (cutoff of 3.8 Å) contacts were calculated, and 
the results are shown in Figures 3(a) and (b), respectively. 
It can be seen that either the hydrogen-bond or van der 
Waals interactions existed more in FKBP12-rapamycin, 
observed with average numbers of 3.79 and 136, 
respectively, than in Mip-rapamycin with average 
numbers of 1.07 and 109. This implies that FKBP12-
rapamycin has a higher binding affinity than Mip-
rapamycin, explaining why rapamycin is unsuitable for 
L. pneumophila [16, 53]. 

The snapshots (Figure 4) of the complexes extracted 
from the basin of local minima in Figure 2(c) give a visual 
impression of the protein-rapamycin interactions and 
the dynamics of the process. The residues in the binding 
site were identified using Discovery Studio Visualiser 
[54], and the VMD program [55] was used for 
visualization. According to the hydrogen bond interaction 

of the snapshots (Figure 4), the hydrogen bond contacts 
were selected, labeled with numbers, and shown in Figure 
3(c) with their occupancy. In the NMR structure of Mip-
rapamycin, only one hydrogen-bond contact is detected 
(hydrogen-bond index 1 in Figure 3(i-c) and Figure 4(i: 
state I)). In comparison, in the first basin of cluster I, only 
one hydrogen-bond contact (hydrogen-bond index 2 in 
Figure 3(i-c) and Figure 4 (i: state II)) was also detected, 
albeit different from the previous one. These results 
confirm the dPCA analysis, where the conformation with 
no hydrogen bond contact and one hydrogen-bond 
contact were dominant in the first cluster (Figure 2(i-b)). 
Both hydrogen-bond contacts were not found in the 
following basins, indicating a different conformation. 

In the next basin of state II, the snapshot showed 
more hydrogen-bond contacts and one of them belonged 
to the most occupied hydrogen-bond contacts between 
oxygen atom in the peptide bond of residue S113 and atom 
hydrogen of the hydroxyl group at the cyclohexyl ring 
(index 5 with 25% occupancy) that existed in the basins 
of state II to state V. The third snapshot was extracted 
from the basin of metastable state III, where the two most 
highly occupied hydrogen-bond (index 5 and 7 with 31.1% 
occupancy) contacts existed to stabilize the structure. The 
hydrogen-bond index 7 was formed by atom oxygen from 
the side chain of residue D66 and atom hydrogen from the 
hydroxyl group of the pyranosyl ring. 
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Figure 4. Snapshot for each basin in Figure 2(c) of Mip-rapamycin (A) and of FKBP12-rapamycin (B) complexes. The 
residues involved in the interaction are green for classical and light green for non-classical hydrogen bonding. The 

hydrophobic-bonding interactions are shown as purple for pi-sigma and pink for alkyl 

 

Figure 5. Intramolecular interaction at the binding 
pocket of FKBP12-rapamycin complex 

 

Figure 6. The superpositions of the backbones of Mip (i) 
and FKBP12 (ii) proteins. Purple and red colors show the 

slightly and highly mobile parts of the backbones, 
respectively. Each part of the proteins is numbered 1 to 

14 with the same position shown in Figure 1 

The fourth snapshot obtained during flooding 
showed more hydrogen-bond contacts with a new 
hydrogen bond (index 8 with 4.5%) between the hydrogen 
atom of the Q81 side chain and the oxygen atom of the 
hydroxyl group at C28. This contact existed during 
10- 25 ns simulation time (Figure 3(i-c)), showing its 
presence in clusters 4 and 5 (Figure 2(i-b)) as well, 
indicating its crucial role in stabilizing rapamycin in the 
binding pocket. The sixth snapshot was quite different 
from the others, where a new and strong hydrogen-bond 
contact (index 10 with 14.9% occupancy) was involved 
between the hydrogen atom of the peptide bond of Q78 
and the oxygen atom of the hydroxyl group at the 
cyclohexyl ring. The other weaker hydrogen bond contact 
(index 11 with 2.2% occupancy) was formed between the 
oxygen atom of the Q81 side chain and the hydrogen atom 
of the hydroxyl group at the cyclohexyl ring. Clusters 5 
and 6 had the lowest energy conformers among the six 
local minima. 

On the other side, the snapshots of FKBP12-
rapamycin at the binding pocket show different 
hydrogen-bond contact features in Figures 3 and 4 from 
those of Mip-rapamycin. At the beginning of the 
simulation, before the flooding, FKBP12-rapamycin 
reached equilibrium with the lowest energy conformer 
(state I in Figure 2(ii-c)). The starting structure and first 
snapshot extracted from cluster I had only one 
insignificant difference in hydrogen-bond contact, which 
was the contact with 7.8% occupancy between the 
hydrogen atom of the hydroxyl group at C28 and oxygen 
atom in the peptide bond of E54 (hydrogen-bond index 3 
in Figure 3(ii-c)). Four of five hydrogen-bond contacts 
existed in all states with occupancy of more than 80% 



 Jurnal Kimia Sains dan Aplikasi 26 (8) (2023): 300–309 306 

(Figure 3(ii-c)). The intramolecular hydrogen-bond 
interactions formed by residue Y26, D37, and R42 are 
shown in Figure 5. These interactions involving a water 
molecule trapped in the binding pocket, forming a 
hydrogen bond with the hydrogen atom of the peptide of 
residue E54, are responsible for the rigidity of the binding 
pocket. Notably, no significant changes were observed 
among the conformers of the three states. 

In Figure 6, the superposition of the backbone of the 
conformers of all states obtained from dihedral angle 
principal component analysis revealed the flexible 
regions of the protein and agreed with RMSF calculations 
in Figures 1(b) and (c). In the case of Mip-rapamycin, 
regions 8 and 13 encompassed flexible residues engaged 
in interactions with rapamycin (Table S.1 in 
Supplementary Material for a summary of interactions 
within the binding pocket for both complexes). On the 
contrary, the three conformers of FKBP12-rapamycin 
demonstrated a similar pattern in the binding pocket. The 
main difference between the conformers was caused by 
the flexibility of region 4, which did not contain any 
residue involved in the hydrogen-bond interactions at the 
binding pocket, and region 13, which contained Y82, H87, 
I90, and I91 with the same interaction with rapamycin 
during the simulations (Table S.1 in Supplementary 
Material). 

In general, the binding domain of rapamycin consists 
of the ester linkage, the pipecolyl ring, the dicarbonyl 
group, and the pyranosyl ring. This is consistent with the 
previous study of Ceymann et al. [7], where the pipecolyl 
ring invaded the hydrophobic cavity and was surrounded 
mainly by aromatic residues Y55, F77, W86, and F126 for 
Mip and Y26, F46, W59, and F99 for FKBP12 (Figure 4). 
Interestingly, the other parts of the binding domain 
interacted with different Mip residues during the 
simulation. A greater number of Mip residues were 
engaged in interactions with rapamycin, leading to a 
larger surface area of rapamycin being covered by Mip 
compared to FKBP12. This confirms the strong 
immunosuppressant effect of rapamycin, which would be 
counterproductive for the treatment of Legionaire’s 
disease. More flexible ligands should exhibit better 
binding ability to Mip than to FKBP12. 

4. Conclusion 

The combined classical and flooding dynamic 
simulation approach can reveal the differences between 
the Mip-rapamycin and the complex FKBP12-rapamycin 
complexes. This study found that the dynamic features of 
FKBP12-rapamycin were different from those of Mip-
rapamycin. The RMSD analysis showed that the Mip-
rapamycin complex was more flexible than the FKBP12-
rapamycin complex, and the RMSF studies revealed that 
the maximum deviations of Mip were seen in the regions 
8 and 13 where the binding site residues are located, 
whereas those of FKBP12 only in the region 13. 
Furthermore, by applying dPCA to MD trajectories to 
provide a free energy landscape, six and three 
conformations were obtained and visualized for the Mip-
rapamycin and FKBP12 complexes, respectively. The 
conformers of Mip showed different interactions within 

the binding domain of rapamycin, while the three 
conformers of FKBP12 revealed similar interactions with 
rapamycin. The lower flexibility of FKBP12 is due to 
intramolecular hydrogen-bond interactions of the 
binding site residues Y26, D37, and R42 and one water 
molecule trapped in the binding pocket. The flooding 
simulation enhanced the conformational space of Mip-
rapamycin and FKBP12-rapamycin complexes. The 
findings are interesting and confirm many points that our 
findings may be helpful for the discovery of selective Mip 
inhibitors. Future work may consider the binding of other 
ligands to these FKBP proteins. 
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