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Abstract: One distribution of rainfall data is a lognormal 

distribution with location parameters 𝜇 and scale 

parameters 𝜎2. This study aims to estimate the mean and 

variance of rainfall data in several selected cities and 

regencies in West Sumatra. Parameter estimation is 

estimated by using maximum likelihood estimation (direct 

method) and Bayes method. This study resulted that the 

Bayes method produces a better predictive value with a 

smaller variance value than with direct estimation. It was 

concluded that the estimation by the Bayes method was a 

better estimator method than the direct estimation. 

 

1. INTRODUCTION 

A hydrological phenomenon is a very complex phenomenon and will never be fully 

understood. In hydrology, there is a simple hydrological cycle, one of which is rainfall. 

Rainfall is the amount of rainwater that falls in an area within a certain time. The unit of 

rainfall is the height of water per unit of time, such as mm3 / sec, mm3 / hour (Cho et al., 

2004; Kurniawan, 2019). An understanding of the average distribution of rainfall is very 

important, especially for water resource management in an area (Amin et al., 2016; Elly 

Rosmaini, 2019). 

In this research, the distribution of the average rainfall data and its parameter 

estimation will be determined using direct estimation (maximum likelihood estimator or 

MLE) and indirect estimation (Bayes method) (Badjana et al., 2017; Heaps et al., 2015;  

Yosboonruang et al., 2019). In the Bayes method, the model parameters to be estimated are 

assumed to be random variables that have a certain distribution, which is stated as the prior 

distribution, while the information regarding the probability density function is expressed in 

the form of the likelihood function (Aini et al., 2019; Muharisa et al., 2018; Yanuar et al., 

2019). The model parameter with Bayes is estimated by determining the posterior 

distribution which is obtained proportionally from the likelihood distribution and the prior 

distribution.  

In this study, the Bayes method will be used to estimate model parameters from the 

distribution of the average rainfall data in selected city/regency in West Sumatra. 

 

2. LITERATURE REVIEW 
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The following will describe some of the basic theories related to parameter estimation 

using the Bayes method, which is used as a reference for this research.  

 

Definition 1 (Eka Putri et al., 2019; Juriah et al., 2019) Let  X is a random variable with 

probability density function 𝑓(𝑥), the expectation value of X is: 

𝜇 = 𝐸(𝑋) =∑𝑥𝑓(𝑥)

𝑥

 

for discrete random variable  X and 

𝜇 = 𝐸(𝑋) = ∫ 𝑥𝑓(𝑥)
∞

−∞

𝑑𝑥 

for continuous random variable X. 

Definition 2 (Gratia D ’cunha & Rao, 2014) A random variable is said to have a 

Lognormal distribution, which is written as 𝑋~𝐿𝑁(𝜇, 𝜎2) and has probaa bility density 

function: 

𝑓(𝑥; 𝜇, 𝜎2) =

{
 

 
1

𝜎𝑥√2𝜋
𝑒𝑥𝑝 (−

1

2
(
𝑙𝑛 𝑥 − 𝜇

𝜎
)
2

) 𝑥 > 0, 𝜇 > 0, 𝜎2 > 0

0 𝑥 ≤ 0

 

With μ is the location parameter and σ is the scale parameter. 

Definition 3 (Aini et al., 2019) A random variable X is Uniform distribution at interval 

𝑎 ≤ 𝑥 ≤ 𝑏 if its probability density function given by 

𝑓(𝑥; 𝑎, 𝑏) = {

1

𝑏 − 𝑎
𝑎 < 𝑥 < 𝑏

0 others

 

Definition 4 (Yani et al., 2018; Yanuar et al., 2019) A random variable Y has Inverse 

Gamma distribution with scale parameter  𝜔 > 0 and shape parameter 𝜏 > 0, written as  

𝑌~𝐼𝐺(𝜔, 𝜏), its probability density function given by  

𝑓(𝑦;𝜔, 𝜏) =
𝜔𝜏

𝛤(𝜏)
𝑦−(𝜏+1) 𝑒𝑥𝑝 (−

𝜔

𝑦
)         , 𝑦 > 0        

and 0 for others. 

Theorem 1 (Yani et al., 2018). Expectation value and variance of Y from Inverse Gamma 

distribution, written as  𝑌~𝐼𝐺(𝜔, 𝜏), given by 

𝐸(𝑌) =
𝜔

𝜏 − 1
, 𝜏 > 1    and     𝑉𝑎𝑟(𝑌) =

𝜔2

(𝜏 − 1)2(𝜏 − 2)
, 𝜏 > 2 

 In this present study, for estimating the mean and variance of the parameter model, 

we implement two methods, namely the direct estimator with the maximum likelihood 

estimation method and the Bayes method. In the Bayes method, the subjective information 

related to parameters (prior distribution) and information of the sample is used in estimating 

the parameters, namely posterior distribution (Bolstad & Curran, 2017).  

Definition 5  (Aini et al., 2019; Yani et al., 2018). The joint probability density function of 

𝑛 random variables 𝑋1, 𝑋2, … , 𝑋𝑛 at values 𝑥1, 𝑥2, … , 𝑥𝑛 denoted with 𝑓(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃) is 

known as the likelihood function. If 𝑥1, 𝑥2, … , 𝑥𝑛 are known, thus likelihood function of 

parameter 𝜃 denoted as 𝐿(𝜃). If 𝑋1, 𝑋2, … , 𝑋𝑛 are independent random sample which have 

𝑓(𝒙; 𝜃), so  
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𝐿(𝜃) = 𝑓(𝑥1; 𝜃)𝑓(𝑥2; 𝜃) …𝑓(𝑥𝑛; 𝜃) (1) 

This study used the non-informative prior distribution of parameter 𝜃, 𝑓(𝜃). The 

prior distribution 𝑓(𝜃)  is said to be a non-informative prior distribution of parameter 𝜃 if 

the prior distribution is proportional to the root of Fisher's information (Yanuar et al., 2019) 

𝑓(𝜃) ∝ √𝐼(𝜃) (2) 

Fisher information of parameter 𝜃 for a random variable x=(x1,x2,…,xn) defined as 

(Yanuar et al., 2019) : 

𝐼(𝜃) = −𝐸 [
𝜕2

𝜕𝜃2
ln 𝑓(𝑥; 𝜃)] 

(3) 

Meanwhile, the likelihood function related to sample as written in Definition 2.5. 

Thus, posterior distribution,  𝑓(𝜃|𝑥) is obtained as following  

𝑓(𝜃|𝑥) =
𝑓(𝑥|𝜃)𝑓(𝜃)

∫ 𝑓(𝑥|𝜃)𝑓(𝜃)
∞

−∞
𝑑𝜃

 
(4) 

Expectation value and variance for 𝜃 are obtained from points estimated for this 

posterior distribution. Expectation value from posterior distribution 𝑓(𝜃|𝑥) denoted as 𝜃, 

known as Bayes estimator for parameter 𝜃 or mean posterior. Variance value from posterior 

distribution 𝑓(𝜃|𝑥) denoted as 𝑉𝑎𝑟(𝜃), known as variance posterior for parameter 𝜃.  

 

3. METHODS  

This research used secondary data on the average monthly rainfall data in selected 

city/regency in West Sumatra from 2010 to 2017. This data set is accessed from West 

Sumatra’s BPS website. The selection of city/regency is based on the availability of 

information related to data that was needed from this study. Not all city/regency have 

complete information. The selected city/regency are Pariaman City, Solok City, 

Payakumbuh City, Pesisir Selatan Regency, Padang Pariaman Regency, and Dhamasraya 

Regency. 

The method of data analysis is a direct estimator or maximum likelihood estimator and 

Bayes method. This research will explore the estimation method with Bayes estimator 

theoretically from certain distributed data. 

 

4.  RESULTS 

This section describes theoretical steps to obtain the mean posterior and posterior 

variance using the Bayes method to be applied to the average rainfall data in several 

cities/regencies in West Sumatra. 

4.1      Identification of Data Distribution 

 The distribution of the average rainfall data is usually lognormal distribution or a 

Weibull distribution (Amin et al., 2016; Cho et al., 2004; Yosboonruang et al., 2019). 

Therefore, this study will begin with identifying the distribution for each data group using 

the Kolmogorov-Smirnov test. The Kolmogorov-Smirnov test was carried out on each group 

of the average rainfall data, with the hypothesis used: 

H0 : Rainfall data in city/regency follows a lognormal distribution 

H1 : Rainfall data in city/regency does not follow a lognormal distribution 

Based on the calculation of the Kolmogorov-Smirnov test, the p-value obtained was 

0.35825, 0.33272, 0.16636, 0.5216, 0.53589, and 0.56391 for Pariaman city, Payakumbuh 
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city, Solok city, Dhamasraya Regency, Pesisir Selatan Regency, and Padang Pariaman 

Regency, respectively. Because each p-value is greater than the significant level 0.05, the 

average rainfall data for each city/regency follows a lognormal distribution. 

4.2       Bayesian Inference for Lognormal Distribution.  

This section describes the theoretical derivation of the parameter estimation 

formula using the Bayes method to produce an estimator formula for the mean posterior and 

variance posterior. 

The form of the likelihood function will be determined in advance from data with a 

Lognormal distribution. Let 𝑋𝑖, … , 𝑋𝑛  are random variable with Lognormal distribution, 

written as 𝑋𝑖~𝐿𝑁(𝜇, 𝜎
2). Its likelihood function is formulated as following: 

𝐿(𝜇, 𝜎2) =∏𝑓(𝑥𝑖|𝜇, 𝜎
2)

𝑛

𝑖=1

               
 

= (
1

𝜎√2𝜋
)
𝑛

 exp [−
1

2𝜎2
∑(ln𝑥𝑖 − 𝜇)

2

𝑛

𝑖=1

]∏
1

𝑥𝑖

𝑛

𝑖=1

 
(5) 

 Let ϑ is a random variable which 𝜗 = (𝜇, 𝜎2). It is assumed that 𝜇 and 𝜎2 are 

independent thus 𝑓(𝜗) = 𝑓(𝜇)𝑓(𝜎2). To obtain the non-informative prior for 𝑓(𝜗), the 

noninformative prior distribution for 𝑓(𝜇) and 𝑓(𝜎2) have to be identified first. The 

noninformative prior distribution for 𝑓(𝜎2) is formulated by using Jeffrey’s method in 

Equation (3). It’s known based on Jeffrey’s rule that  

𝑓(𝜎2) ∝ √𝐼(𝜎2)     and    𝐼(𝜎2) = −𝐸 [
𝜕2

𝜕𝜃2
ln 𝑓(𝑥|𝜇, 𝜎2)] 

 

Since X~𝐿𝑁(𝜇, 𝜎2) with probability density function as denoted by Definition 2, so that  

𝜕2  ln 𝑓(𝑥𝑖|𝜇, 𝜎
2)

𝜕(𝜎2)2
= −

1

2𝜎4
−
(ln 𝑥𝑖 − 𝜇)

2

2𝜎6
 

 

Then we obtain the Fisher information for 𝜎2 as follow 

𝐼(𝜎2) = −𝐸 [−
1

2𝜎4
−
(ln 𝑥𝑖 − 𝜇)

2

2𝜎6
] = −

1

𝜎4
 

(6) 

The noninformative prior distribution for 𝑓(𝜎2) is given by: 

𝑓(𝜎2) = √|𝐼(𝜎2)| =
1

𝜎2
  

(7) 

Meanwhile, the noninformative prior distribution for 𝑓(𝜇) is selected as Uniform 

distribution with 0 < 𝜇 < 𝑏. It’s assumed that the function interval for uniform distribution 

is constant. Let 𝑏 = 1, so prior distribution for 𝑓(𝜇) is formulated by: 

𝑓(𝜇) =
1

𝑏 − 0
= 1 

(8) 

Thus, the noninformative prior distribution for 𝑓(𝜗) are given by  

𝑓(𝜗) =  𝑓(𝜎2)𝑓(𝜇) =  
1

𝜎2
     

(9) 

Then, we have to define the posterior distribution for random variable 𝜗 = (𝜇, 𝜎2) 
based on the following formula  

𝑓(𝜗|𝑥) =
𝑓(𝑥|𝜗)𝑓(𝜗)

∫ ∫ 𝑓(𝑥|𝜗)𝑓(𝜗) 𝑑𝜇 𝑑𝜎2
∞

−∞

∞

0

  
(10) 
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The formula for 𝑓(𝑥|𝜗)𝑓(𝜗) is based on Equation (5) and Equation (9)  

𝑓(𝑥|𝜗)𝑓(𝜗) ∝ (
1

𝜎√2𝜋
)
𝑛

 exp [−
1

2𝜎2
∑(ln𝑥 − 𝜇)2
𝑛

𝑖=1

]
1

𝜎2
 

 

= 
1

(𝜎2)
𝑛
2
+1
 exp [−

1

2𝜎2
(∑(ln 𝑥𝑖)

2

𝑛

𝑖=1

−
(∑ ln 𝑥𝑖

𝑛
𝑖=1 )2

𝑛
+ 𝑛(𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)

2

)] 

 

Let 𝛽 = ∑ (ln 𝑥𝑖)
2𝑛

𝑖=1 −
(∑ ln 𝑥𝑖

𝑛
𝑖=1 )

2

𝑛
 then  

𝑓(𝑥|𝜗)𝑓(𝜗) =  
1

(𝜎2)
𝑛
2
+1
 exp [−

𝛽

2𝜎2
] exp [−

𝑛

2𝜎2
(𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)

2

] 
(11) 

Afterward, we will identify the formula for 𝑓(𝑥) = ∫ ∫ 𝑓(𝑥|𝜗)𝑓(𝜗) 𝑑𝜇 𝑑𝜎2
∞

−∞

∞

0
. 

First, integral the Equation (11) respect to 𝜇  

∫ 𝑓(𝑥|𝜗)𝑓(𝜗) 𝑑𝜇
∞

−∞

= ∫
exp [−

𝛽
2𝜎2

]

(𝜎2)
𝑛
2
+1

 
∞

−∞

exp [−
𝑛

2𝜎2
(𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)

2

] 𝑑𝜇 

= √
2𝜋

𝑛
(𝜎2)−(

𝑛+1
2
) exp [−

𝛽

2𝜎2
] 

(12) 

Then, integral the Equation (12) respect to 𝜎2  

𝑓(𝑥) = ∫ √
2𝜋

𝑛
(𝜎2)−(

𝑛+1
2
) exp [−

𝛽

2𝜎2
] 𝑑𝜎2

∞

0

 

 

 

= √
2𝜋

𝑛
(
𝛽

2
)
−(
𝑛−1
2
)

Γ (
𝑛 − 1

2
) 

(13) 

Therefore, we find the posterior distribution for random variable 𝜗 by substituting Equation 

(11) and Equation (13) to Equation (10) as follows  

𝑓(𝜗|𝑥) ∝

 
1

(𝜎2)
𝑛
2
+1
 exp [−

𝛽
2𝜎2

] exp [−
𝑛
2𝜎2

(𝜇 −
∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)
2

]

√2𝜋
𝑛
(
𝛽
2
)
−(
𝑛−1
2
)

Γ (
𝑛 − 1
2 )

 

 

= 

√
𝑛
2𝜋
(
𝛽
2
)
(
𝑛−1
2
)

(𝜎2)
𝑛
2
+1Γ (

𝑛 − 1
2 )

 exp [−
𝛽

2𝜎2
] exp [−

𝑛

2𝜎2
(𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)

2

] 

(14) 

Equation (14) is a joint posterior distribution for 𝜇 and 𝜎2, since 𝜗 = (𝜇, 𝜎2). Hence, 

we then identify the marginal posterior distribution for 𝜇 and 𝜎2. To find the marginal 

posterior distribution for 𝜇 is by integral the Equation (14) with respect to 𝜎2 as follow 
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𝑓(𝜇|𝑥) ∝ ∫

√
𝑛
2𝜋
(
𝛽
2
)
(
𝑛−1
2
)

(𝜎2)
𝑛
2
+1Γ (

𝑛 − 1
2 )

 exp

[
 
 
 

−
𝛽 + 𝑛 (𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)
2

2𝜎2

]
 
 
 ∞

0

𝑑𝜎2 

 

  

=
√
𝑛
𝛽

Β (
1
2 ,
𝑛 − 1
2 )(1 +

𝑛
𝛽
(𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)
2

)

𝑛
2

 

The point estimate for 𝜇 or mean posterior is obtained from  

�̂�Bayes = 𝐸(𝜇|𝑥) = ∫
√
𝑛
𝛽
𝜇

Β (
1
2 ,
𝑛 − 1
2 )(1 +

𝑛
𝛽
(𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)
2

)

𝑛
2

∞

−∞

𝑑𝜇 

 

=
∑ ln 𝑥𝑖
𝑛
𝑖=1

n
 

(15) 

The meanwhile marginal posterior distribution for 𝜎2 is resulted by integral Equation (14) 

respect to 𝜇 as following 

𝑓(𝜎2|𝑥) ∝ ∫

√
𝑛
2𝜋
(
𝛽
2
)
(
𝑛−1
2
)

exp [−
β
2𝜎2

]

(𝜎2)
𝑛
2
+1Γ (

𝑛 − 1
2 )

exp

[
 
 
 

−
𝑛 (𝜇 −

∑ ln 𝑥𝑖
𝑛
𝑖=1

𝑛
)
2

2𝜎2

]
 
 
 ∞

−∞

𝑑𝜇 

 

=
(
𝛽
2
)
(
𝑛−1
2
)

Γ (
𝑛 − 1
2 )

(𝜎2)−(
𝑛−1
2
+1) exp [−

β

2𝜎2
] 

(16) 

It can be seen that Equation (16) identic with Inverse Gamma distribution with 

parameter τ= (n-1) 2⁄  and 𝜔 = 𝛽 2⁄ , written as: 

𝜎2 |𝒙 ~𝐼𝐺 (
𝑛 − 1

2
 ,
𝛽

2
)  

 

Therefore, the mean posterior for 𝜎2 |𝒙  is denoted  

𝜎2̂𝐵𝑎𝑦𝑒𝑠 = 𝐸(𝜎
2|𝑥) =

𝛽

𝑛 − 3
  

(17) 

4.3      The Estimates of Mean and Variance of Rainfall in Selected Regencies / Cities 

in West Sumatra 

This section will apply the formula obtained in the previous section to estimate the 

mean and variance of rainfall in several cities and districts in West Sumatra, i.e., Pariaman 

City, Solok City, Payakumbuh City, Pesisir Selatan Regency, Padang Pariaman Regency, 

and Dhamasraya Regency. Table 1 below shows the value of the estimation results based on 

the direct method and the Bayes method. We implemented WinBUGS version 1.4.3 to 

estimate the parameter model (Ntzoufras, 2009) 
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Table 1. The Estimates of Mean and Variance Posterior Using MLE and Bayes Method 

No City/Regency  
MLE method Bayes Method 

�̂� �̂�2 �̂�𝐵𝑎𝑦𝑒𝑠 �̂�2𝐵𝑎𝑦𝑒𝑠 

1 Pariaman City 5.674 0.245 5.674 0.245 

2 Solok City 5.044 0.971 5.044 0.487 

3 Payakumbuh City 4.781 1.519 4.782 0.598 

4 Pesisir Selatan Regency 5.382 0.341 5.382 0.213 

5 Padang Pariaman Regency 5.774 0.186 5.774 0.186 

6 Dhamasraya Regency 4.918 1.329 4.919 0.658 

Based on the table above, it can be seen that the mean posterior estimated obtained 

from both methods yield almost the same values for all six areas. While the variance 

posterior estimated based on the Bayes method result in smaller values than the MLE 

method. This result informs us that the Bayes method tends to yield more accurate values 

than the direct method. We could conclude that the Bayes method results in better estimated 

values than MLE (direct method). 

From this research, it was known that the highest average rainfall is in Padang 

Pariaman Regency, which is 5.777, and the lowest is in Payakumbuh City, which is 4.782.  

 

5.      CONCLUSIONS 

This article implements the Bayes method to estimate the parameters of a particular 

distribution with a case study to estimate the average rainfall in several cities and districts in 

West Sumatra. The results obtained from the Bayes method were then compared with the 

MLE method (direct method). By using the Kolmogorov-Smirnov test at the significant 

alpha is 5%, it is known that the average rainfall data for selected cities and districts in West 

Sumatra from 2010 to 2017 follows the Lognormal distribution with parameter μ and σ2. 

The formulas to estimate mean posterior for parameter μ (�̂�𝐵𝑎𝑦𝑒𝑠) and variance 

posterior for parameter σ2 (�̂�2𝐵𝑎𝑦𝑒𝑠) based on the Bayes method are respectively  

�̂�𝐵𝑎𝑦𝑒𝑠 =
∑ ln 𝑥𝑖
𝑛
𝑖=1

n
    and   �̂�2𝐵𝑎𝑦𝑒𝑠 =

𝛽

𝑛 − 3
 

 

These formulas are then applied to the secondary data related to the average rainfall 

in several cities and districts in West Sumatra. This study found that the estimation for the 

average value at all selected cities and regencies resulted in almost the same values but 

variance posterior is different. Bayes method produces a smaller estimated value than the 

direct estimator. This study also informs that the highest average rainfall is in Padang 

Pariaman Regency, which is 5.777 and the lowest is in Payakumbuh city, which is 4.782. 
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