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Abstract: Inflation and Gross Regional Domestic Income 

(GRDP) are two macroeconomic variables of a region 

that are correlated with each other. GRDP prices constant 

(real) can be used as an indicator of economic growth in a 

region from year to year. Inflation is calculated from the 

CPI rate and economic growth is calculated from the 

GRDP rate. Inflation and economic growth in an area are 

influenced by several factors including bank interest 

rates. Analysis of data consisting of 2 correlated 

responses can be performed with birespon regression 

analysis. In this research, modeling of inflation data and 

the rate of GRDP through birespon data modeling uses 

spline truncated nonparametric method and birespon 

linear parametric method. The purpose of this study is to 

model inflation data and the Central Java GRDP rate 

using spline truncated birespon regression. The results are 

compared with the birespon linear regression model. By 

using quarterly data from the first quarter of 2007 - the 

second quarter of 2019, the spline truncated model is 

better than the linear model, because the spline truncated 

model has a smaller MSE and R
2
 is greater than the linear 

model. Both models have the same performance which is 

quite good. 

 

1. INTRODUCTION 

Inflation is a trend or movement of the general price level that continues over time 

from one period to the next. The increase in prices of goods is attributable to rising prices 

of raw materials, lack of goods’ availability, lack of infrastructure, or a decrease in the 

value of currencies against other currencies. This type of inflation is burdensome for 

producers and consumers because expensive raw materials will lead to higher price of 

goods, which burdens people's purchasing power. The decreasing purchasing power of the 

people results in expenditure decrease, and slackening economic growth because the 

biggest component of growth is contributed by public spending (domestic consumption). 

mailto:supartistat@gmail.com


130  Suparti (Inflation and GRDP Rate Modeling) 
 

The increase in price of goods is also attributed by increasing demand. Increasing price for 

this type of goods is good for producers. It also means that the economy moves faster 

because of people's purchasing power. The increasing purchasing power of the community 

will lead to the increase of economic growth.  

The link between inflation and economic growth is noteworthy to look at. 

Excessively low inflation will suppress economic growth and too high inflation will 

decrease the purchasing power of the people that results in disrupted economy. Therefore, 

to maintain the inflation rate, we need to pay attention to two factors at the same time, 

namely the level of inflation that optimizes the economy and at the same time does not 

reduce people's purchasing power. On the other hand, economic growth is needed to 

achieve development targets such as job creation, increased national output, tax revenues, 

poverty alleviation, unemployment reduction and increased levels of community welfare 

can be achieved. The low rate of economic growth will prevent us from making these 

targets. Hence, inflation and economic growth are two interrelated subjects. There are 

several factors to affect inflation and economic growth in a region or a country. According 

to Agusmianata, et al (2017), the variable interest rate has a significant influence on 

inflation and according to Fahrika (2016), the interest rate has a positive and significant 

effect on economic growth in Indonesia. The use of multiple regression modeling 

demonstrates a relationship between inflation and interest rates on Indonesia's economic 

growth in the period 2005-2015. Indonesia's economic growth on inflation and interest 

rates has a strong relationship, while inflation with interest rates has a weak relationship 

(Indriyani, 2016). Panjaitan and Wardoyo (2016) also conducted a research on the factors 

that influence inflation in Indonesia. It revealed that the money supply and the BI rate had 

a significant effect on inflation in Indonesia.  

Regression analysis is an analytical method to model two or more data. Regression 

analysis contains two types of data, namely time series data and cross section data. Time 

series data is data from a subject that is observed repeatedly over time, while the cross 

section data is data from several subjects which are only observed once on each subject and 

are mutually independent. The combined time series and cross section data form 

longitudinal data (Wu and Zhang, 2006). Longitudinal data contain repeated observations 

of each subject at different time intervals. This data correlates to the same subject and is 

independent between different subjects. Regression analysis, be it in time series, cross 

section or longitudinal data, which involves two correlated response variables used 

biresponse regression analysis (Fernandes, et al., 2014). 

Many researchers have done modeling on time series data with kernel models, local 

polynomials to model inflation data (Suparti, 2013). They have also done longitudinal data 

modeling on 7 groups of inflation expenditure using spline, local polynomial and 

combination of local polynomial-spline truncated together or hybrid (Suparti, et al, 2016, 

2018a). However, these previous studies only involved one response.  

Some researchs related to biresponse data were conducted by Wulandari and 

Budiantara (2014), Ampulembang, et al (2017), Pratiwi (2017) and Nurdiani, et al (2018). 

Wulandari and Budiantara (2014) analyzed the factors that influence the percentage of 

poor population and per capita food expenditure in East Java using the nonparametric 

biresponse spline regression. Chamidah and Rifada (2016) estimated the growth media 

curves of children based on the local linear estimator biresponse. Ampulembang, et al 

(2016) modeled welfare indicators in Java using the MARS response. Pratiwi (2017) and 

Nurdiani, et al (2018) modeled spline truncated in biresponse nonparametric regression. 
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However, biresponse data modeling conducted by the previous researchers did not apply 

modeling to economic data such as inflation and economic growth in a region. Because the 

economic growth of a region can be reflected in the GRDP rate, the current researchers are 

interested in analyzing biresponse data modeling on inflation data and the Central Java 

GRDP rate using the spline method and comparing the results with the linear biresponse 

model. Modeling the data of the response to inflation and the GRDP rate in the study 

involved one predictor variable of Bank Indonesia interest rates (BI rate).  

 

2. LITERATURE REVIEW 

2.1. Spline Univariate 

The general form of the regression model is as follows: 

0 1 1 2 2i i i P Pi iy x x x           for 1,2, ,i n  and 1,2, ,p P  where n  is the 

number of observations and m is the number of predictors. The estimation of parameters in 

the parametric regression equation used Ordinary Least Square (OLS). 

This equation can be written as: 

 ˆ
i i iy f x    

If  ˆ
if x  is an unknown curve,  ˆ

if x  is estimated using a nonparametric regression 

approach. One of the nonparametric regression approaches is to use spline. The function of 

the truncated spline is as follows: 

   
1 1

1
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       the truncated function is as follows: 
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ˆ
j  is a constant that has a real value with 0,1, , 1j m r   and k is a knot point. 

Therefore, the spline regression model is as follows: 

 
1 1
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ˆ ˆ
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2.2. Optimum Knot Point Selection 

The knot point is the controller value in the spline regression model to get the best 

model. The optimal knot point is able to produce a spline regression model, in addition to 

determining the order of the spline. The knots are taken from the distribution of 

observational data. Some methods to determine the optimal knot point of the spline 

regression model are Mean Square Error (MSE) and General Cross Validation (GCV). The 

GCV is formulated as follows:   

 
 

 
2

1
( )

MSE k
GCV k

tr k
n
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2

1

1
ˆ

n

i i

i

MSE k y y
n 

  , and ( )kA  resulted from the correlation ˆ ( )ky = A y .  

The smallest MSE or GCV value will give the optimal knot point value 

 

3. RESEARCH METHODS 

This research examined spline truncated biresponse modeling, and applied it to 

modeling inflation and GRDP growth rates in Central Java. It used the inflation value and 

the Central Java GRDP rate as the response variable, and the BI rate as the predictor 

variable. BI rate data were taken from the Bank Indonesia web site and Central Java 

inflation and GDP data were taken from the Central Java BPS web site. The data used were 

quarterly data for the first quarter of 2007- second quarter of 2019. Quarterly data were 

recorded in March, quarter II in June, quarter III in September, and quarter IV in 

December. The GRDP rate data used was the Central Java GRDP rate (yoy) and the 

inflation data used was also Central Java inflation (yoy) in the same month, namely March, 

June, September and December. BI rate data used were also data for March, June, 

September and December. The data analysis procedure was as follows: 1) Conducting a 

theoretical study of the biresponse regression model with the spline truncated and linear 

methods with estimated parameters using the Weighted Least Square (WLS) method; 2) 

Data was dividing into 2 parts, namely data in sample and data out sample; 3) Spline 

modeling on in-sample data by determining the number of knots 1,2,3,4,5 and combination 

of orders 2,3,4 in responses 1 and 2, and linear modeling; 4) Calculating the MSE value of 

the spline model for each knot point and combining the order taken and MSE on the linear 

model; 5) Choosing the minimum MSE value to determine the best model; 6) Calculating 

the value of R
2
 for both models; 7) Evaluating model performance by calculating MAPE 

outs of samples; 8) Making a conclusion. 

 

4. RESULTS AND DISCUSSION 

If we are given data pairs of ( Xi,Y
(k)

i) , k= 1,2,  i= 1, 2,...,n , according to the 

following model of biresponse regression : 

  
   

            
   

, k=1,2 and a < Xi < b    (1) 

where k where k demonstrates the response number, and g
(k)  

is an unknown regression 

function and   
   

 is an independent random error with zero mean and variant   
    

 (Lestari 

et al., 2012). The purpose of biresponse regression modeling is to find estimates of the 

unknown function g
(k)

. There are 2 approaches in estimating the function g
(k)

, namely 

parametric and nonparametric methods. Parametric methods includes linear models and 

nonparametric methods covers kernel, spline, local polynomial models, etc.  

4.1. Nonparametric Model of Biresponse Spline Truncated  

Biresponse regression is a regression analysis that involves two correlated response 

variables. If biresponse regression has an unknown form of regression curve, the approach 

used is nonparamteric, one of which is biresponse spline truncated regression. The model 

for nonparametric biresponse spline truncated regression with one predictor variable can be 

written as follows: 
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Where                    

    : order for response 1 

    : order for response 2 

   : Number of knots used for predictor variables  

The biresponse spline truncated regression model with one predictor variable can be 

presented in the following matrix: 
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There are several scenarios about the order and knot points in responses 1 and 2. The 

orders in responses 1 and 2 can be the same or different from the value of the knot point. 

However, this study is limited only to the value of the knot points in response 1 and 2 to be 

the same while the idea is not limited to be the same. Estimation of the parameter   in 

equation (3) was done using the Weighted Least Square (WLS) method by minimizing the 

Weighted Error Squared Sum that is                      then  ̂ is an 

estimator of the least squared weighted for   with  ̂              . In the case of 

regression modeling with more than one response as in the nonparametric biresponse 

regression analysis, we need a W weighting matrix involving correlation and covariance 

values. According to Wu and Zhang (2006), weighting matrices involving correlation and 

covariance values are      ; where   = the covariance variance matrix of the response 

variable.  

 It is possible to determine the best performance of the regression function by 

several criteria, including those that have the smallest GCV, CV or MSE values (Suparti et 

al, 2018b). Nevertheless, the optimization model in this study is based on the smallest MSE 

value, namely      
(   ̂)

 
((   ̂) *

 
 , I = NxN identity matrix, N = 2n. 

4.2. Modeling Inflation Data and GRDP Rate with the BI Rate. 

For example the response variable Y1: inflation, Y2: GRDP rate and predictor 

variable X1: BI rate. Data were divided into 2 parts, namely data in sample and out sample. 

In sample data consisted of 44 observations namely 2007 quarter I data - IV quarter 2017 

while out sample data consisted of 6 observations, namely quarter I data 2018 - II quarter 

2019. In sample data was used to build the model and out sample data was used to evaluate 

the performance of the model by measuring the performance of the model based on MAPE 

values. MAPE could be calculated using the following formula: 

      
 

 
 ∑ ∑ |

       ̂    

     
| 

   
 
          (5) 

Where       : the actual value of the data in the i-th observation for the k-th response 

   ̂     : the predicted value of Y at the i-th observation for the k-th response  

 n : number of observations per response 

   : 2n 

The smaller the obtained MAPE value the better the performance of the model. 

According to Halimi et al. (2013), the evaluation values should have the following MAPE 

criteria: 

1. MAPE < 10% : very good forecasting ability  

2. 10% ≤ MAPE < 20% : good forecasting ability  

3. 20% ≤ MAPE < 50% : sufficient forecasting ability  

4. MAPE ≥ 50% : poor forecasting ability  
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Data modeling was done by taking a combination of order in response 1 and 2 that 

is 2, 3, and 4; while the number of knots points that were tried for 1, 2, 3, 4, and 5 was a 

combination of points on the BI rate data from the second data up to the 43 data by taking 

the BI rate observation data which are all different. Table 1 shows the optimal model 

results at each knot point 1-5. 

 
Table 1. Summary of Optimal Model at each Knot Point 

Number of 

Knot Point 

Optimal Order Knot Point Minimal 

MSE m1 m2 

1 4 4 9 1.194 

2 4 4 (8.5; 9) 1.112 

3 4 4 (5.75;  6;  9) 1.062 

4 4 4 (5.75; 6 ; 6.5 ; 9) 1.042 

5 4 4 (4.75; 7.5 ; 7.75; 8 ; 8.25 ). 1.007 

 In sample data modeling was conducted by minimizing the MSE value. The 

optimal model has the same order of 4 and the number of knots for the BI rate variable is 5, 

which is at point (4.75; 7.5; 7.75; 8; 8.25). The optimal model has a value of MSE = 1.007 

with R
2
 of 65.30428%. Scatter plot data and models are presented in Figures 1 and 2.  

 

 

 

Figure 1. Inflation Model  

with spline truncated 

Figure 2. GRDP Rate Model  

with Spline Truncated 

oooooooooooooooo
 : actual data                      : spline truncated model 

 

The MAPE out sample was calculated from the obtained optimal model at 

38.66151%, which shows that the quote good performance of the model because the value 

of 20% <MAPE <50%.  

 

4.3. Biresponse Liner Regression 

 Scatter plot between inflation data and GRDP rate with BI rate (Figures 1 and 2) 

shows almost a straight line pattern, which can be regressed using biresponse linear 

regression. Therefore, the authors are interested in comparing between the spline model 

and the biresponse linear model on inflation data and the Central Java GRDP rate.  

The linear response model of (1) is  
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 If the data on the response to k-th,       
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Linear model estimator (6) can be solved using Weighted Least Square (WLS) by 

minimizing the sum of the weighted error squared, namely             
        

  
     led to  ̂      

  
   

      
  

   . The computing using software R resulted in 

an optimal linear model with the value of MSE= 1.519 and R
2 

= 47.65273%. The formed 

linear model is presented in Figures 3 and 4. The MAPE out sample value is calculated 

from the obtained linear model with 35.42724% which shows that the model has a quite 

good performance because the value  is of 20% <MAPE <50%. 

 

 

Figure 3. Inflation Linear Model Figure 4. GRDP Rate Linear Model 
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oooooooooooooooo : actual data    : model linier 

 

4.4.  Comparison of Spline Truncated and Biresponse Linear Models in Central 

Java's Inflation Data and GRDP Rate 

 The results of spline truncated modeling and linear models in this case include the 

MSE, R
2
 and MAPE out sample values are presented in Table 2. 

 

Table 2. Comparison Between Spline Truncated and Biresponse Linear Model 

Model Spline Truncated Biresponse Model Biresponse Linear Model  

MSE 1.007 1.519 

R
2 

65.30428 % 47.65273 % 

Out Sample MAPE  38.66151 % 35.42724 % 

Performance Sufficient Sufficient 

Of the two models, the spline truncated model has a smaller MSE value and R
2 
 that 

is greater than the biresponse linear model. This indicates that the spline truncated model is 

better than the linear model. This can also be seen visually in Figures 1, 2, 3 and 4. Figures 

1 and 2 highlights that the estimated spline truncated model is closer to the actual data than 

Figures 3 and 4. Although the MAPE out sample value in the linear model is smaller than 

the spline model truncated, both models show quite good performance. 

 

5. CONCLUSION 

The best model with the same order was resulted from the use of quarterly data in 

2007 - 2019, and by taking into account the BI rate variable, namely order 4 with 5 number 

of knots. The spline truncated model is better than the linear biresponse model, as seen 

from the MSE and R
2
 values. However, the drawbacks of this study are the same location 

of the knots in response 1 and response 2. It would be better to try various possible 

locations of the knot points in responses 1 and 2 in different places because the changing 

pattern in the function of inflation data and the GDP rate show different locations of BI 

rate. It is suggested to support this result by more sophisticated computer devices because 

it will require a very large memory.  
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