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Abstract: Forest fire is one of important catastrophic events and 

have great impact on environment, infrastructure and human 

life. In this study, we discuss the method for prediction of the 

size of the forest fire using the hybrid approach between Fuzzy-

C-Means clustering (FCM) and Neural Networks (NN) 

classification with backpropagation learning and extreme 

learning machine approach. For comparison purpose, we 

consider a similar hybrid approach, i.e., FCM with the classical 

Support Vector Machine (SVM) classification approach. In the 

empirical study, we apply the considered methods using several 

meteorological and Forest Weather Index (FWI) variables. We 

found that the best approach will be obtained using hybrid FCM-

SVM for data training, where the best performance obtains for 

hybrid FCM-NN-backpropagation for data testing. 

 

1. INTRODUCTION 

Forest fire is one of important catastrophic events and have great impact on environment, 

infrastructure and human life. In literature, for forest fire modelling, in particular for early 

warning detection system, there are various methods available, which can be categorized into 

physics-based mode, statistical model and machine learning model, see e.g., Buia et.al, (2017). 

For empirical modelling, there are various types of data can be used, for instance, using satellite 

data, using infra-red/fog or fire detector, using data from various ground sensors, such as the 

weather and meteorological data, see e.g.  Cortez and Morais (2007). 

Among all, Machine Learning (ML) approach is one of the most popular methods used 

in the literature. For instance, Cortez and Morais (2017) applied the classification analysis based 

on several machine learning approach, i.e. Multiple Regression (MR), Decision trees (DT), 

Random Forests (RF), Neural Networks (NN) and Support Vector Machines (SVM) for forest 

fire prediction using several meteorological and Forest Weather Index (FWI) variables. Using 

the same data, Shidiq and Mustofa (2014) applied hybrid approach between the clustering and 

the classification methods, i.e., applied cosine-distance Fuzzy C-Means (FCM) clustering 

together with NN with backpropagation learning classification. Using this hybrid approach, it 

shows that it will provide more accurate classification than using classical approach (SVM, K-

Nearest Neighbor/KNN, DT, and Naive Bayes/NB) either for data with or without classification. 

In Rosadi and Andriyani (2020), it was applied hybrid FCM and ensemble   Adaptive Boosting 

Received: 10 December 2020 

Accepted: 28 December 2021 

Available Online: 11 Januari 2022��� 

mailto:dedirosadi@gadjahmada.edu


Media Statistika 14(2) 2021: 118-124 119 
 

(AdaBoost) classification and using the same data, it was found better performance than using 

methods considered in Cortez and Morais (2007) and Shidiq and Mustofa (2014). In this study, 

we consider the modelling of the same data as Rosadi and Andriyani (2020), however we 

consider hybrid approach between FCM clustering and NN classification, where we consider 

method backpropagation learning and extreme learning machine for NN optimization algorithm. 

For comparison purpose, we apply the same FCM clustering with SVM classification.   

The rest of this paper organized as follows. In Section 2 we provide short summary of 

some methods considered in the study. In Section 3, we provide the algorithm used in the study, 

and in Section 4, we discuss the empirical results. In the last section, we conclude our study 

discussed in this paper. 

  

2. LITERATURE REVIEW 

2.1. Clustering Method: Fuzzy C- Means Clustering 

The Fuzzy C-Means (FCM) clustering (see e.g., Bezdek, 1981) is an extension of the 

classical k-mean clustering approach. The FCM algorithm will cluster n elements, denotes as   

1{ , , }nX = x x
 
into m fuzzy clusters.  Given the data, using FCM algorithm, we obtain m centres 

of the clusters, denotes as 1{ , , }mC = c c  and the matrix   [0,1], 1, , , 1, ,ijW w i n j m=  = =

, where each 
ijw  shows degree of memberships for each of element ix  on each of cluster 

jc . 

Detail algorithm can be found in, e.g., Chattopadhyay, Pratihar and Sarkar (2011). 

2.2. Classical Classification Approach: Support Vector Machine 

Support Vector Machine (SVM) firstly introduced by Boser, Guyom and Vapnik (1992). 

SVM is one of the supervised learning methods and can be used either for classification of for 

regression analysis. The SVM has been applied in various application such as hand writing 

analysis, face recognition, pattern classification, etc.  In the SVM analysis, to classify the data, 

it will be defined the hyperplane in the data space of dimension N (where N denotes the number 

of variables or features) which will classify the data. In the SVM algorithm, the goal is to obtain 

the area which will have the maximum margin, i.e., the maximum distance between point within 

the classes. This algorithm can be used for data which is linearly separable or not. We provide a 

short summary of the method for the data which is linearly separable below.  

The hyperplane for linearly separable data can be written as   

0( ) Tg = +x w x w   

Assume 

( ) 1, 1g class  x x   

and ( ) 1, 2g class −  x x  

Next, we calculate the margin z for each support vector 

( ) ( )1 1
, 1, , 2

g g
z class z class+ −= =   = =  

x x
x x

w w w w
  

 

Therefore, we obtain the total margin 𝑧 as 
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1 1 2
z = + =

w w w
  

where w denote the weight vector. 

The weight w can be obtained by using constrained nonlinear optimization approach, e.g., using 

KKT (Karush-Kuhn-Tucker) approach. Define the weight vector as  

0

N

i i i

i

y
=

=w x   

Minimization of the weight is applied using the KKT condition   

0

0
N

i i

i

y
=

=   

See e.g., Christmann and Steinwart (2008) for further detail of the SVM approach. 

2.3. Extreme Learning Machine approach 

Extreme Learning Machine (ELM) is the learning algorithm for a Single-Layer Feed-

Forward Neural Network (SLFN) introduced in Huang, Zhu and Siew (2004). In ELM, the 

optimal tuning parameter will be obtained using one step approach. It is known that this 

algorithm has very fast learning process and will have a good performance, as long as the number 

of neurons in the hidden layer is sufficiently large and the number of available data for tuning 

the parameter is sufficient.     

Figure 1. SLFN (Single Hidden Layer Feedforward Neural Network) 

 

ELM model can be written as 

𝐹𝐿(𝑥) = Σ𝑖=1 
L 𝛽𝑖𝑔𝑖(𝑥) = Σ𝑖=1 

L 𝛽𝑖𝑔(𝑤𝑖 ∗ 𝑥𝑗 + 𝑏𝑖), 𝑗 = 1, … , 𝑁  

where:  

𝐿  denotes the number of neurons in hidden layer  

𝑁  denotes the number of training data 

https://en.wikipedia.org/wiki/Feedforward_neural_network
https://en.wikipedia.org/wiki/Feedforward_neural_network
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𝛽  denotes weight vector between the hidden layer and the output    

𝑤  denotes weight vector between the input and the hidden layer   

𝑔  denotes the activation function 

𝑏  denotes the bias, and 

𝒙  denotes the vector of input data  

This equation can be written as 

𝑻 = 𝑯𝜷  

Where 

𝑯 =  [
𝑔(𝑤1 ∗ 𝑥1 + 𝑏1) ⋯ 𝑔(𝑤𝐿 ∗ 𝑥1 + 𝑏𝐿)

⋮ ⋱ ⋮
𝑔(𝑤1 ∗ 𝑥𝑁 + 𝑏1) ⋯ 𝑔(𝑤𝐿 ∗ 𝑥𝑁 + 𝑏𝐿)

]

𝑁×𝐿

  

𝜷 =  [
𝛽1

𝑇

⋮
𝛽𝐿

𝑇
]

𝐿×𝑚

 𝑻 =  [
𝑡1

𝑇

⋮
𝑇𝑁

𝑇
]

𝑁×𝑚

  

 

𝑚 denotes the number of outputs 

𝑯 denotes the Hidden Layer Output Matrix 

𝑻 denotes the matrix of training data 

ELM algorithm works as follows 

1. First, generate randomly the weight  𝑤𝑖 and the bias 𝑏𝑖, 𝑖 = 1, … , 𝐿 

2. Calculate the output from hidden layer    

3. Multiply the data training T with the transpose of matrix random weight 

𝑯 = 𝑻. 𝑾𝑻  

4. Choose the activation function. For our study, we apply the Relu function, i.e.,  

g(x)=max(0,x) 

5. Calculate the weight vector     

�̂� = 𝑯+. 𝑻  

6. Here we may apply the Moore-Penrose pseudo inverse, i.e. 

𝑯+ = (𝑯𝑻. 𝑯)−𝟏. 𝑯𝑻  

7. Use �̂� to obtain the output    

𝑻 = 𝑯. �̂�  

2.4. Backpropagation Learning algorithm 

Backpropagation learning is the learning algorithm for obtaining the optimum weight of 

Multi-layer Perceptron neural networks. The steps of backpropagation are given as follows 

1. Error calculation. Calculate the difference between the output with the real data    

2. Minimum Error. Check whether the error has been minimum or not  

3. Updating parameter. If the error is large, update the parameter iteratively until the minimum 

error is obtained. In this step, we may apply the gradient descent approach or delta method. 

4. Prediction using the model. When the minimum error is reached, it will be used for prediction 

or other modelling aspects.  

See for instance, Rumelhart and Hinton (1986) for further detail. 
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3. RESEARCH METHOD 

3.1.  Description of Data 

For empirical study we use the same data as Cortez and Morais (2007), and it is available 

in the UCI machine learning repository. The number of cases is 517, from year 2000 until 2007. 

The original data contains 12 variables, which are meteorological and forest weather index (FWI) 

variables. As Shidiq and Mustofa (2014) and Rosadi and Andriyani (2020), here we use 8 

variables only in the study, namely FFMC, DMC, DC, ISI, Temperature, RH, Wind and Rain.    

3.2.  The Algorithm 

The algorithm for modeling can be described as follows     

Data Processing 

1. Firstly, the data is classified into two categories, namely the data with the variable Area has 

the value 0 (it is labelled as “non burned area”) and the data with the variable Area has the 

value larger than 0 (it is labelled as “burned area”) 

2. Apply the min-max normalization to the data  

' min
(newmax new min ) new min

max

i
i

v A
v A A A

A

−
= − +   

where the interval [0,1] is used for the value of [new min A, new max A]. 

Clustering step 

3. The “burned area” then clustered into two clusters by applying the fuzzy c-means 

algorithm. The cluster names are “not heavily burned” and “heavily burned”. Here we only 

used the cosine similarity measure, which already showed will give optimal distance for 

clustering this data, see e.g.  Shidiq and Mustofa (2014).  For the computation, we apply 

the function fcm in the package ppclust (see Cebezi, 2019) of R (R Core Team, 2021)   

4. Combine the results of clustered data from step 3 with the data from “non burned area”.    

Classification step 

5. Data is randomly splitted into training (70 and 80 percent) and testing data (30 and 20 

percent) 

6. We apply the considered classification method to the training and testing data. Here we apply 

the SVM, NN-backpropagation algorithm and NN-ELM. Here we use the function svm in 

the package e1071 (Meyer, 2020), the function elm_train in the package elmNNRcpp (Gosso, 

2012; Huang, Zhu, Ding and Zhang, 2011; Mouselimis, 2021) and the function neuralnet in 

the package neuralnet (Fritsch, et.al., 2019) , 

7. To check the performance of the methods, we calculate the accuracy measure, which is define 

as     

TP + TN
Accuracy=

TP + TN + FP + FN
  

 

where TP, TN, FP, FN denotes the number of cases true positive, true negative, false positive 

and false negative in the classification of the categorical data. 

  

4. RESULTS AND DISCUSSION 

The summary of the empirical study is given in Table 1. In the study we provide the 

results for the data training and data testing size (80%:20%) and (70%;30%). For classification 

we consider the SVM and NN with backpropagation and ELM method. From Table 1, it can be 

seen that for training data, SVM will provide the best accuracy. For data testing, we obtain the 
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best performance is obtained for NN with backpropagation with the accuracy more than 82%. 

From this empirical study, we in general can see that the hybrid approach between fuzzy c-means 

clustering and NN with backpropagation learning will provide a good method for prediction the 

size of the forest fire.    

 

Table 1. Accuracy of the Method 

Algorithm The Ratio Between Data 

Training and Data Testing 

Accuracy for 

Data Training 

Accuracy for Data 

Testing 

NN-ELM 
8:2 47.82% 47.57% 

7:3 47.51% 48.38% 

NN-Backpropagation 
8:2 83.81% 82.52% 

7:3 83.70% 83.22% 

SVM 
8:2 86.47% 82.52% 

7:3 86.74% - 

 

5. CONCLUSION 

One of the key success for controling the forest fire is the early detection of the fire. In 

this paper we consider the hybrid algorithm between the clustering and classification for forest 

fire prediction where we apply the method using several meteorological and forest weather index 

(FWI) variable.  From empirical study we found that NN with backpropagation learning will 

provide a good method for prediction the size of the forest fire. To obtain the best method for the 

particular data, we suggest to study various combination of the hybrid classification and 

clustering.  
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