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Abstract: Generalized Structured Component Analysis 

(GSCA) is a component-based SEM. One of the developments 

of GSCA is the GSCA method for multilevel data known as 

multilevel GSCA. Multilevel data is data that has a nested, 

grouped, or nested structure. This study aims to apply 

multilevel GSCA to the data on factors that affect poverty. The 

data used is on Indonesia's health, education and poverty in 

2023.. The result is that all indicators are significant to the 

latent variables. The structural model shows that the quality of 

health has a negative and significant effect on poverty, 

education has a negative and significant effect on poverty, and 

the quality of health has a positive and significant effect on 

education. The results of between group show that health 

quality has a positive and significant effect on education in all 

regions, health quality has a negative and significant effect on 

poverty in Bali & Nusa Tenggara, Sulawesi, as well as Maluku 

and Papua, education has a negative and significant effect on 

poverty in Sumatra, Java, and Maluku & Papua. The overall 

goodness of fit value (FIT) is 0.622, meaning the model can 

explain 62.2% of data variation. 

 

1. INTRODUCTION  

Structural Equation Modeling (SEM) is a statistical analysis that combines factor, 

regression and path analysis. SEM aims to test the relationship between latent variables and 

the relationship between latent variables and each indicator simultaneously. SEM is widely 

used in various research, for example the analyzes of relationship between relational 

coordination and the quality of online education systems using SEM (Gallego Sánchez et al., 

2021) and the analyzes of structural relationship between health anxiety and social health 

among health workers exposed to COVID-19 in Iran using Structural Equation Modeling 

(SEM)  (Javadi et al, 2022). 

There are two types of SEM, namely SEM covariance and SEM components. The 

covariance SEM has limitations because it is greatly influenced by parametric assumptions, 

namely normally distributed data, large sample sizes and reflective indicators (Tenenhaus, 

2008). To overcome the limitations of SEM covariance, SEM components are developed 

namely Partial Least Square (PLS) and Generalized Structured Component Analysis 

(GSCA). The advantage of GSCA compared to PLS is that it provides goodness of fit 
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mechanism that is used to assess the overall feasibility of the model (Hwang & Takane, 

2014). Research on GSCA includes its application in analyzing the relationship between 

remuneration, work motivation and employee performance at UIN Sunan Kalijaga 

Yogyakarta (Supandi, 2020) and in examining factors influencing student achievement 

based on campus environmental characteristics (Suhriani & Abdurakhman, 2019). 

One of the developments of SEM is analysis for multilevel data. Multilevel data is 

data that has a nested, grouped, or nested structure. According to Rabe-Hesketh et al., (2007), 

multilevel SEM is a combination of multilevel and SEM. Hierarchical or multilevel 

structured data often causes the assumption of independence to be violated. That is because 

individuals in the same group tend to be more homogeneous than different groups. Research 

on multilevel SEM includes Burić & Kim (2020) examining the relationship between teacher 

self-efficacy (TSE), teaching quality and student performance, with student and teacher 

levels, Long et al. (2023) utilized energy-saving behavior at individual and city levels, and 

also Hwang & Takane (2014) introduced multilevel GSCA for customer satisfaction across 

companies. 

The aim of this research is to apply multilevel GSCA in analyzing factors affecting 

poverty. Past studies on poverty include Amanah & Rahmawati (2023) applying RGSCA in 

East Java, Zebua & Harefa (2022) using SEM in Sumatra, and Anggita et al (2019) applying 

Finite Mixture PLS in Indonesia. Poverty is a complex issue with widespread societal 

impacts, particularly in Indonesia, comprising diverse provinces and districts/cities with 

varying poverty characteristics. Multilevel analysis can be an alternative to comprehend 

poverty factors nationwide, examining districts/cities as the lowest level and region as the 

second level. So the Multilevel GSCA method was chosen as a suitable analysis for this 

research because of its ability to handle hierarchical data structures. Apart from that, the 

multilevel GSCA method also does not require assumptions like covariance-based SEM, and 

still provides goodness of fit criteria. 

 

2. LITERATURE REVIEW 

2.1. Multilevel Generalized Structured Component Analysis  

Generalized Structured Component Analysis (GSCA) is a component-based SEM 

approach, in which latent variables are defined as components or weighted composites of 

indicator variables. One of the developments of SEM is SEM analysis for multilevel data. 

Hwang & Takane (2014) introduced multilevel GSCA as a component-based SEM approach 

for multilevel sample data. Multilevel data is a data structure that consists of several units of 

analysis, i.e. one unit is nested within another unit. For example, a study of voting focuses 

on voters in different regions. In this case study, there are two units of analysis, namely 

voters and regions, where voters nest within regions. In general, data is said to have a nested 

structure if some units of analysis are considered as subsets of other units (Steenbergen & 

Jones, 2002). 

2.2. Multilevel Generalized Structured Component Analysis Model Specification 

The multilevel GSCA model used is a two-level GSCA analysis, with level-1 units 

as individuals and level-2 units as groups, and using reflective indicator variables. The 
multilevel GSCA model consists of 3 submodels, namely measurement, structural and 

weighting models (Hwang & Takane, 2014). 

Let gN  and G represent the number of individuals in each group and the number of 

groups (𝑖 = 1, . . . , 𝑁𝑔; 𝑔 = 1, . . . , 𝐺). The measurement model is as follows: 
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𝒁𝒊𝒈 = 𝑪𝒈
′ 𝜸𝒊𝒈 + 𝜺𝒊𝒈 (1) 

The two-level measurement model states the 𝑪𝑔 matrix in the equation (1) as the sum of the 

average loading factors and the loading factor standard deviations. So that the measurement 

model in equation (1) can be rewritten as follows: 

𝒁𝒊𝒈 = [𝑳′ + 𝑳𝒈
′ ]𝜸𝒊𝒈 + 𝜺𝒊𝒈 (2) 

where 𝒁𝑖𝑔 is a vector of indicator variables, 𝜸𝑖𝑔 is a vector of latent variable, 𝑳 is matrix of 

the average loading factor, 𝑳𝑔 is the standard deviation matrix of the loading factor, and 𝜺𝑖𝑔 

is the residual vector for 𝒁𝑖𝑔. 

The structural model is as follows: 

𝜸𝒊𝒈 = 𝑩𝒈
′ 𝜸𝒊𝒈 + 𝜻𝒊𝒈 (3) 

The two-level structural model states the 𝑩𝑔 matrix in the equation (3) as the sum of the 

average path coefficient and the standard deviations of path coefficient. So that the structural 

model in equation (3) can be rewritten as follows: 

𝜸𝒊𝒈 = [𝑸′ + 𝑸𝒈
′ ]𝜸𝒊𝒈 + 𝜻𝒊𝒈 (4) 

where 𝑸 is the average path coefficient matrix, 𝑸𝑔 is the standard deviation matrix of the 

path coefficient, and 𝜻𝑖𝑔 is the residual vector for 𝜸𝑖𝑔. 

The weighting model is as follows: 

𝜸𝒊𝒈 = 𝑾′𝒁𝒊𝒈 (5) 

where 𝑾 is the weight components matrix from the indicator variable to the latent variable. 

The two-level GSCA weighting model is the same as the one-level model because the latent 

variable scores already depend on the group. 

Equations (2) and (4) can be written as follows: 

[𝒛𝒊𝒈, 𝜸𝒊𝒈] = [𝑪𝒈
′ , 𝑩𝒈

′ ]𝜸𝒊𝒈 + [𝜺𝒊𝒈, 𝜻𝒊𝒈]  

[𝒛𝒊𝒈, 𝜸𝒊𝒈] = [𝑳′ + 𝑳𝒈
′ , 𝑸 + 𝑸𝒈

′ ]𝜸𝒊𝒈 + [𝜺𝒊𝒈, 𝜻𝒊𝒈] (6) 

Then by substituting equation (5), equation (6) becomes: 

[𝒛𝒊𝒈, 𝑾′𝒛𝒊𝒈] = [𝑳′ + 𝑳𝒈
′ , 𝑸 + 𝑸𝒈

′ ]𝑾′𝒛𝒊𝒈 + [𝜺𝒊𝒈, 𝜻𝒊𝒈]  

[𝑰, 𝑾′]𝒛𝒊𝒈 = [𝑳′ + 𝑳𝒈
′ , 𝑸 + 𝑸𝒈

′ ]𝑾′𝒛𝒊𝒈 + [𝜺𝒊𝒈, 𝜻𝒊𝒈  

𝑽′𝒛𝒊𝒈 = 𝑨𝒈
′ 𝑾′𝒛𝒊𝒈 + 𝒆𝒊𝒈 (7) 

where 𝑰 is the identity matrix, 𝑽′ = [𝑰, 𝑾′], 𝑨𝑔
′ = [𝑳′ + 𝑳𝑔

′ , 𝑸 + 𝑸𝑔
′ ], and 𝒆𝑖𝑔 = [𝜺𝑖𝑔, 𝜻𝑖𝑔]. 

Equation (7) is the multilevel GSCA model (Hwang & Takane, 2014). 

2.3. Multilevel Generalized Structured Component Analysis Parameter Estimation 

The Multilevel Generalized Structured Component Analysis parameters were 

estimated using the Alternating Least Square (ALS), i.e. by minimizing the sum of square 

(SS) of all the residual. Let 𝒛𝑖𝑔 be a vector of indicator variables denote 𝐽 × 1 measured at 

the 𝑖-th observations from 𝑁 observations in the 𝑔-group (𝑖 = 1, … , 𝑁𝑔). The unknown 

parameters (𝑾, 𝑳, 𝑳𝑔, 𝑸, 𝑸𝑔) are estimated by minimizing the sum of square of 𝒆𝑖𝑔. Based 

on equation (7) is obtained: 

𝒆𝒊𝒈 = 𝑽′𝒛𝒊𝒈 − 𝑨𝒈
′ 𝑾′𝒛𝒊𝒈 (8) 

So, the sum of square (SS) criteria is: 
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∅ = ∑ ∑ 𝒆𝒊𝒈′𝒆𝒊𝒈
𝑵𝒈

𝒊=𝟏
𝑮
𝒈=𝟏 = ∑ ∑ 𝑺𝑺(𝒆𝒊𝒈)

𝑵𝒈

𝒊=𝟏
𝑮
𝒈=𝟏   (9) 

Let 𝒁𝑔 be the indicator matrix for the 𝑔-group denote 𝑁𝑔 × 𝐽 with 𝒁𝑔 = [𝒛1, … , 𝒛𝑁𝑔]′ for 

𝑖 = 1, … , 𝑁𝑔 and 𝑔 = 1, … , 𝐺. So, the equation (9) can be written more concisely without 

writing the sum of 𝑁𝑔 observations.  

𝝓 = ∑ ∑ 𝑺𝑺(𝒆𝒊𝒈)
𝑵𝒈

𝒊=𝟏
𝑮
𝒈=𝟏   

= ∑ 𝑺𝑺(𝒆𝒈)𝑮
𝒈=𝟏    

= ∑ 𝑺𝑺(𝒁𝒈𝑽 − 𝒁𝒈𝑾𝑨𝒈) 𝑮
𝒈=𝟏    

= ∑ 𝑺𝑺(𝒁𝒈𝑽 − 𝒁𝒈𝑾[𝑳 + 𝑳𝒈, 𝑸 + 𝑸𝒈])𝑮
𝒈=𝟏    

= ∑ 𝑺𝑺 (𝒁𝒈𝑽 − 𝒁𝒈𝑾[𝑳, 𝑰, 𝑸, 𝑰] [

𝑰    𝟎
𝑳𝒈  𝟎

𝟎    𝑰
𝟎 𝑸𝒈

])𝑮
𝒈=𝟏    

= ∑ 𝑺𝑺(𝒁𝒈𝑽 − 𝒁𝒈𝑾𝑴𝑯𝒈)𝑮
𝒈=𝟏   (10) 

where 𝑴 = [𝑳, 𝑰, 𝑸, 𝑰], and 𝑯𝑔 = [

𝑰    𝟎
𝑳𝑔  𝟎

𝟎    𝑰
𝟎 𝑸𝑔

]. 

The Alternating Least Square (ALS) method is a parameter technique that involves 

dividing parameters into subsets. It calculates the least squares for one subset while assuming 

the other parameters remain constant. Hwang & Takane (2014) proposed three main steps to 

estimate the parameters. 

Step 1. Matrix  𝑾 is updated with matrix 𝑳, 𝑳𝒈, 𝑸 and 𝑸𝒈 are fixed. This is equivalent to 

minimizing 

𝝓 = ∑ 𝑺𝑺(𝒁𝒈𝑽 − 𝒁𝒈𝑾𝑴𝑯𝒈)𝑮
𝒈=𝟏    

= ∑ 𝑺𝑺(𝒁𝒈𝑽 − 𝒁𝒈𝑾𝑨𝒈)𝑮
𝒈=𝟏   (11) 

with respect to 𝑾 and 𝑨𝑔 = 𝑴𝑯𝑔.  This criterion is essentially equivalent for GSCA (Hwang 

and Takane, 2014). 

Step 2. Matrix  𝑳 and 𝑸 (or equivalently 𝑴) are updated with matrix 𝑾, 𝑳𝑔 and 𝑸𝑔 are fixed. 

Equation (10) can be re-written as: 

𝝓 = ∑ 𝑺𝑺 ((𝒁𝒈𝑽) − (𝑯𝒈
′ ⨂𝒁𝒈𝑾)𝒗𝒆𝒄(𝑴))𝑮

𝒈=𝟏   (12) 

Let 𝒎 is a vector of free parameters in 𝑣𝑒𝑐(𝑴), 𝛀𝑔 is a matrix formed by eliminating 

columns of (𝑯𝑔
′ ⨂𝒁𝑔𝑾) which corresponds to the zero elements in 𝑣𝑒𝑐(𝑴), �̃�𝑔 is a matrix 

formed by eliminating columns of (𝑯𝑔
′ ⨂𝒁𝑔𝑾) which corresponds to the ones in 𝑣𝑒𝑐(𝑴), 

and �̃� is a vector of ones in 𝑣𝑒𝑐(𝑴). Then, the least square estimate of 𝒎 is obtained by: 

�̂� = (∑ 𝛀′𝒈𝛀𝒈
𝑮
𝒈=𝟏 )

−𝟏
(∑ 𝛀′𝒈

𝑮
𝒈=𝟏 (𝒗𝒆𝒄(𝒁𝒈𝑽) − �̃�𝒈�̃�))  (13) 

Step 3. Matrix  𝑳𝑔 and 𝑸𝑔 (or equivalently 𝑯𝑔) are updated with matrix 𝑾, 𝑳 and 𝑸 are 

fixed. Equation (10) can be re-written as: 
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𝝓 = ∑ 𝑺𝑺 ((𝒁𝒈𝑽) − (𝑰⨂𝒁𝒈𝑾𝑴)𝒗𝒆𝒄(𝑯𝒈))𝑮
𝒈=𝟏   (14) 

Let 𝒉𝑔 is a vector of free parameters in 𝑣𝑒𝑐(𝑯𝑔), 𝚵𝑔 is a matrix formed by eliminating 

columns of (𝑰⨂𝒁𝑔𝑾𝑴) which corresponds to the zero elements in 𝑣𝑒𝑐(𝑯𝑔), �̃�𝑔 is a matrix 

formed by eliminating columns of (𝑰⨂𝒁𝑔𝑾𝑴) which corresponds to the ones in 𝑣𝑒𝑐(𝑯𝑔), 

and �̃�𝑔 is a vector of ones in 𝑣𝑒𝑐(𝑯𝑔). Then, the least square estimate of 𝒉𝑔 is obtained by: 

𝒉�̂� = (∑ 𝚵𝒈
′ 𝚵𝒈

𝑮
𝒈=𝟏 )

−𝟏
𝚵′𝒈(𝒗𝒆𝒄(𝒁𝒈𝑽) − �̃�𝒈�̃�𝒈)  (15) 

2.4. Model Evaluation 

The measurement evaluation model assesses model validity using convergent and 

discriminant validity, as well as composite reliability. Convergent validity is indicated by 

loading factors above 0,50 for each indicator. Discriminant validity is measured by Average 

Variance Extracted (AVE), with a value ≥ 0,50 considered acceptable (Chin, 1998). The 

AVE formula is defined as equation (16) where 𝜆𝑖 is the component of loading factor. 

AVE =
∑(𝝀𝒊

𝟐)

∑(𝝀𝒊
𝟐)+∑(𝟏−𝝀𝒊

𝟐)
  (16) 

The third evaluation is composite reliability, which measures a latent construct. 

Composite reliability can be calculated using GSCA output with formula: 

Composite Reliability =
(𝚺𝝀𝒊)𝟐

(𝚺𝝀𝒊)𝟐+∑(𝟏−𝝀𝒊
𝟐)

  (17) 

The recommended composite reliability value is ≥ 0,70 (Ghozali, 2008). 

Structural model evaluation is measured by the Critical Ratio. The Critical Ratio 

formula is defined as: 

Critical Ratio =
�̂�𝒊

𝑺𝑬(�̂�𝒊)
  (18) 

where �̂�𝑖 the estimated path coefficient and 𝑆𝐸(�̂�𝑖) is the standard error of the path 

coefficient. If Critical Ratio ≥ 𝑡(𝛼,𝑛−𝑘), the relationship between latent variables is significant 

(Abell et al., 2009). 

Overall goodness of fit (FIT) value reflects the total variance explained by the model 

for all endogenous latent variables. FIT formula is (Hwang & Takane, 2014): 

FIT = 1 −
∑ 𝑺𝑺(𝒁𝒈𝑽−𝒁𝒈𝑾𝑨𝒈)𝑮

𝒈=𝟏

∑ 𝑺𝑺(𝒁𝒈𝑽)𝑮
𝒈=𝟏

  (19) 

 

3. RESEARCH METHOD  

3.1. Data Source 

The research utilizes secondary data from the online publication of the Central 
Statistics Agency (BPS), accessible at https://www.bps.go.id/id. The data comprises health, 

education and poverty indicators for all 514 districts/cities in Indonesia. This research 

employs a two-level GSCA, with districts/cities as level-1 units and regions as level-2 units 

The regions is determined based on nearby islands and data adequacy. 

  

https://www.bps.go.id/id
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Table 1. The Number of Districts/Cities 

Region Number of Districts/Cities 

Sumatera 154 

Jawa 119 

Bali and Nusa Tenggara 41 

Kalimantan 56 

Sulawesi 81 

Maluku and Papua 63 

Total 514 

An illustration of the data used in the case study is presented in Figure 1. 

 
Figure 1. Illustration of Model Two Level’s GSCA 

3.2. Research Variables 

This research uses 3 latent variables, namely health and education as exogenous latent 

variables, also poverty as the endogenous latent variable. According to Badan Pusat Statistik 

(2023), poverty is seen as an economic inability to meet basic food and non-food needs as 

measured from the expenditure side. The level of education affects the poverty rate. People 

who are more educated usually have a lower chance of being poor. Likewise, the quality of 

health also affects the poverty rate. 

Table 2. The Indicators of Latent Variables 

Variables Symbols Indicators Symbols 

Health 

(exogenous 

latent variables) 

HE 

(𝛾1) 

Life expectancy 𝑧1 

Percentage of households using proper drinking water 

sources 
𝑧2 

Percentage of poor households that use private/shared 

latrines 
𝑧3 

Education 

(exogenous 

latent variables) 

ED 

(𝛾2) 

Completed education (SMA+) 𝑧4 

Expected length of schooling 𝑧5 

Average length of schooling 𝑧6 

Poverty 

(endogenous 

latent variable) 

 

POV 

(𝛾3) 

Percentage of poor people 𝑧7 

Poverty severity index 𝑧8 

Number of Poor Population (Thousand People) 𝑧9 

  



Media Statistika 17(1) 2024: 81-92  87 

3.3.  Data Analysis Technique 

This study employs Multilevel Generalized Structured Component Analysis with 

GSCA Pro software, which can be accessed for free at https://www.gscapro.com/. In general, 

the steps for GSCA analysis are as follows (Suhriani & Abdurakhman, 2019): 

1. Determine data and models according to concepts and theories. 

2. Constructing a path diagram that describes the relationship between latent variables and 

indicators. 

3. Convert path diagrams to equations namely measurement, structural and weighting 

model. 

4. Estimate model parameters using Alternating Least Square algorithm. 

5. Evaluate the model, Interpret the results and make conclusions 

 

4. RESULTS AND DISCUSSION 

Figure 2 is a path diagram construction of the factors that influence poverty. The 

relationship between quality of health, education and poverty were modeled using the 

Multilevel Generalized Structured Component Analysis (MGSCA). 

 

Figure 2. Graphs of Model Two Level’s GSCA 

The MGSCA model was solved using the Alternating Least Square (ALS) 

algorithms. The estimated MGSCA parameters from the GSCA Pro software are as follows: 

Table 3. Estimate of Weights and Their 95% Confidence Intervals 

Latent Indicator Estimate 95%CI 

HE 𝑧1 0.426 0.37-0.47 

 𝑧2 0.479 0.42-0.53 

 𝑧3 0.375 0.33-0.42 

ED 𝑧4 0.293 0.25-0.33 

 𝑧5 0.345 0.30-0.37 

 𝑧6 0.475 0.43-0.51 

POV 𝑧7 0.400 0.35-0.45 

 𝑧8 0.468 0.41-0.50 

 𝑧9 0.548 0.49-0.60 

https://www.gscapro.com/
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Table 3 presents the weights and 95%-confidence intervals for all indicators. All weight 

estimates are statistically significant, indicating that each indicator contributes equally well 

to determining the latent variable. 

Table 4. Estimate of Average Loading, the between-Group 

Standard Deviation and Their 95% Confidence Intervals 

    Average Loading 
Between-Group 

Standard Deviation 

Latent Indicator Estimate  95%CI  Estimate  95%CI  

HE 𝑧1 0.766 0.65-0.84 0.248 0.18-0.35 

 𝑧2  0.843 0.75-0.92 0.268 0.16-0.39 

 𝑧3 0.722 0.63-0.78 0.212 0.13-0.31 

AVE = 0.606; Composite Reliability = 0.821 

ED 𝑧4 0.891 0.81-0.96 0.200 0.15-0.28 

 𝑧5  0.815 0.74-0.87 0.173 0.11-0.27 

 𝑧6 0.963 0.93-0.99 0.006 0.03-0.10 

AVE = 0.795; Composite Reliability = 0.921 

POV 𝑧7  0.799 0.78-0.84 0.282 0.22-0.33 

 𝑧8 0.648 0.59-0.74 0.384 0.35-0.41 

  𝑧9  0.690 0.61-0.76 0.515 0.47-0.56 

AVE = 0.511; Composite Reliability = 0.757 

 Table 4 summarizes the estimate of average loading, all statistically significant at 

95% confidence intervals, indicating significant relationships between indicators and the 

latent variable. Table 4 also shows statistically significant standard deviation of the loading 

factor at 95% confidence interval, indicating substantial variations in loading factors 

between regions. The validity assessment using average loading factor shows that all values 

exceed 0.50, indicating significantly able to explain their latent variables. Additionally, AVE 

values for all latent variables greater than 0.50, and the composite reliability exceeds 0.70 

for all latent variables. All latent variables are affectively explained by each indicator. 

Table 5. Estimate of Average Path Coefficients, the between-Group 

Standard Deviation and Their 95% Confidence Intervals 

 Average Path Coefficients 
Between-Group Standard 

Deviation 
 Estimate 95%CI Estimate 95%CI 

HE→ED 0.497 0.42 - 0.56 0.127 0.09-0.22 

HE→POV -0.158 -0.29 to -0.07 0.384 0.28-0.54 

ED→POV -0.267 -0.39 to -0.16 0.311 0.21-0.44 

Table 5 presents the estimate of average path coefficients, which are statistically 

significant at the 95% confidence interval. This means that the relationship between latent 

variables is significant. In addition, Table 5 also shows the standard deviation of path 
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coefficients statistically significant at the 95% confidence interval. This means that there are 

substantial differences in the estimated path coefficients in each region. 

Evaluation of the structural model can also be seen through the value of the critical 

ratio. The Critical Ratio value can be used to see whether an exogenous latent variable 

significantly influences the endogenous latent variable or not. By using equation (18), the 

following results are obtained: 

Table 6. Estimate of Average Path Coefficients, Standard Error and Critical Ratio 

Latent Estimate Std. Error Critical Ratio 

HE→ED 0.497 0.035 14.20 

HE→POV -0.158 0.059 2.68 

ED→POV -0.267 0.060 4.45 

At the 5% significance level, the value of 𝑡𝛼,𝑛−𝑘=1.964, where n = 514 and k = 33. Based on 

the value of t table, it can be concluded:  

1. Health quality has a negative and significant effect on poverty (Critical Ratio  1.964). 

This means that if the quality of health is getting better, it will reduce poverty. 

2. Education has a negative and significant effect on poverty (Critical Ratio  1.964). This 

means that if the education is getting better, it will reduce poverty. 

3. Health quality has a positive and significant effect on education (Critical Ratio  1.964). 

This means that the better the quality of health, the higher education will be. 

FIT value used to evaluate overall goodness of fit model. Based on equation (19), the 

FIT value is 0.622 which means the model is able to explain about 62.2% datas’s variation. 

The results aligns with Amanah & Rahmawati (2023) and Zebua & Harefa (2022), who 

studied factors influencing poverty in East Java and Sumatra, focusing on a single region. 

However, multilevel GSCA’s advantage lies in its capability to perform within-group and 

between-group analysis, providing a comprehensive understanding of poverty in Indonesia 

by analyzing regional differences. This method enables analysis of poverty factors at the 

regional level. 

As previously explained, the multilevel GSCA expresses group-dependent loading 

factors and path coefficients as the sum of mean and standard deviation, allowing estimation 

of values for each group. The estimated enable to see differences in loading factors and path 

coefficients in certain groups. For instance, Table 7 displays the estimated path coefficient 

values for each region. 

Table 7. Value of Path Coefficient for 6 Regions and Their Critical Ratio 

Region Latent Estimate Std. Error Critical Ratio 

Sumatera 

HE→ED 0.480 0.073 6.575 

HE→POV  0.083 0.061 1.361* 

ED→POV -0.218 0.059 3.695 

Jawa 

HE→ED 0.287 0.066 4.348 

HE→POV  0.378 0.068 5.559  

ED→POV -0.681 0.071 9.592 

Bali & 

Nusa Tenggara 

HE→ED 0.669 0.107 6.252 

HE→POV  -0.846 0.199 4.251 

ED→POV -0.369 0.214 1.724* 
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Kalimantan 

HE→ED 0.439 0.123 3.569 

HE→POV  0.004 0.195 0.021* 

ED→POV 0.312 0.182 1.714* 

Sulawesi 

HE→ED 0.470 0.128 3.672 

HE→POV  -0.225 0.099 2.273 

ED→POV -0.154 0.093 1.656* 

Maluku & Papua 

  

HE→ED 0.635 0.088 7.216 

HE→POV  -0.343 0.126 2.722 

ED→POV -0.491 0.129 3.806 

 *Not significant 

Table 7 provides the estimated path coefficient values for each region as follows: 

1. Health quality has a positive and significant effect on education in all regions (Critical 

Ratio  1.964). This means that the better the quality of health in all regions, the higher 

education will be. 

2. Health quality has a negative and significant effect on poverty in Bali & Nusa Tenggara, 

Sulawesi, as well as Maluku & Papua (Critical Ratio  1.964). This means that if the 

quality of health in the region is getting better, it will reduce poverty.  

3. Education has a negative and significant effect on poverty in Sumatra, Java, and Maluku 

& Papua (Critical Ratio  1.964). This means that if the education in the region is getting 

better, it will reduce poverty. 

Table 7 reveals diverse findings. In Java, the quality of health positively and 

significantly impacts poverty, suggesting that high health quality is associated with high 

poverty rates. Conversely, in Sumatra and Kalimantan, health quality shows no significant 

effect on poverty. Similarly, education shows no significant effect in Bali & Nusa Tenggara, 

Kalimantan and Sulawesi. This implies that high education level does not guarantee low 

poverty. Despite Table 6 indicating a negative and significant effect of health quality and 

education on poverty in Indonesia, but regional results present different results. But, these 

results are consistent with Table 5, which show significant standard deviations, suggesting 

variations between groups of health and education on poverty. 

Based on these results, the multilevel GSCA method can be a reference when using 

multilevel data because it provides comprehensive results by analyzing relationships within-

group and between-group simultaneously. Multilevel GSCA enables deeper understanding 

of complex phenomena like poverty across various regions by considering variations at both 

individual and group levels. So that multilevel GSCA aids in adjusting strategies to 

effectively address regional disparities. 

 

5. CONCLUSION 

Based on the results of a case study of the factors that affect poverty, it is found that 

all indicators are significant for each of the latent variables. In the structural model, it is 

found that health quality has a negative and significant effect on poverty, education has a 

negative and significant effect on poverty and health quality has a positive and significant 

effect on education. The overall goodness of fit (FIT) value is 0.622, meaning that the model 

is able to explain about 62.2% data variation. 
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