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Abstract: The genotype by environment interaction (GEI) 

analysis was usually done by Additive Main Effects and 

Multiplicative Interaction (AMMI) model with Biplot features, 

and recently there was a Row Column Interaction Model 

(RCIM) alternatively. In the Biplot of genotype (G) and 

genotype by environment (GE) interactions, known as the GGE 

Biplot, the main effect of environment (E) was deleted, while 

the main effect of G and the interaction effect of GE is kept and 

combined. Subsequently, continuing our recent research of the 

robustness of the GGE Biplot in RCIM models, this paper aims 

to develop the GGE Biplot by RCIM model to analyze the GEI 

with outlying observations. We used the RCIM model with 

Asymptotic Laplace Distribution (ALD) that was applied on the 

simulated data with scattered and single environment outliers to 

evaluate the robustness of the GGE Biplot. In addition, the 

robustness was evaluated using the R-squared statistic of the 

Procrustes analysis. It is shown that the GGE Biplot of RCIM 

with the ALD family function provides better robustness than 

the Gaussian. A noticeable superiority of the GGE Biplot with 

RCIM ALD appeared as the percentage of single environment 

outliers reach the number of rows of the data matrix. 

 

1. INTRODUCTION  

Plant breeding efforts are typically accomplished through two key elements: (i) 

agronomically conducting a multi-environment trial (MET); (ii) doing a statistical 

assessment of the genotype-environment interaction (GEI). The MET is a common 

experiment that breeders do before releasing a new genotype. The emergence of the GEI 

makes statistical analysis of the interaction become more difficult (Hadi et al., 2018b). In 

1988, Gauch introduced a model that combined additive components for main effects 

(genotype-environment) and multiplicative components for genotype-environment 

interaction called AMMI (Additive Main effects and Multiplicative Interaction). The 

interaction term in AMMI model can be modeled with Singular Value Decomposition 

(SVD). The SVD is a technique commonly used for reduces dimensionality but retains most 

of the variability. The SVD will visualize the interaction terms graphically by Biplot, making 
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the GEI analysis easier. Biplot analytics is a descriptive method with two dimensional that 

visualized the interaction of genotype and environment (Yasin & Rusgiyono, 2013).  

In multi-environment trials (MET), genotypes (G) are applied to different 

environments (E) to assess interactions between G and E. The AMMI model is commonly 

used to analyze stability and adaptability in the GEI studies. Since G and GE must be 

considered simultaneously when making cultivar selection decisions, Yan et al. (2000) 

Evaluation of GEI and stability performance by retaining the main effect (G) and the 

environmental genotypic interaction effect (GE) and combining them as the GGE, while the 

environmental main effect (E) being removed. The GGE biplots are useful for (i) showing 

patterns in the data that lead to the identification of different mega environments, who-won-

where, and (ii) identifying high-yielding, stable cultivars and which ones are adaptable (Yan 

et al, 2001). 

Alternatively, the Row Column Interaction Model (RCIM) (Yee & Hadi, 2014) can 

be used. From the perspective of the RCIM, the AMMI or generalized AMMI model was a 

model with one or more multiplicative interaction components in addition to the row and 

column main effects. The singular value corresponding to each multiplicative component is 

often factorized as a measure of the strength of the association between the row and column 

values, indicating the component’s or axis’s importance. Biplots produced using SVD have 

a vulnerability to the existence of outliers, as reported by Hadi (2011). But the proposed 

GGE Biplot has the potential to be robust against outliers (Hadi et al., 2018).While the 

VGAM family functions are probably beneficial together with the RCIM model including 

the asymptotic Laplace distribution (ALD) (Yee, 2015).  Hadi et al (2018a) showed that the 

ALD provides a better robust fitted value than the Normal distribution in the RCIM modeling 

of the GEI. 

For these reasons regarding the robustness of RCIM and GGE biplots, this paper is 

intended to provide a final overview of the previous working GGE biplot functions of the 

RCIM model. There are several features of the GGE biplot using the RCIM model applied 

to the simulation data with a single environmental outlier to provide GEI analysis in the 

event of outliers. We will discuss some interesting topics. The first is about the outliers: (i) 

the magnitude and the number (%) of outliers; (ii) the placement of the outliers. The second 

is about the statistics of the Biplot robustness:  proportion of total variance explained by 

Biplot and the similarity of Biplot with Procrustes analysis. For an illustrative example of 

the application of the GGE Biplot, it is recommended to see Farshadfar et al (2012), or the 

precursor paper of the GGE Biplot of Yan et al (2007). 

 

2. LITERATURE REVIEW 

2.1. The RCIM Model in the RR-VGLM 

This section will discuss a framework for developing the GGE Biplot in RCIM. The 

RCIM was developed by Yee & Hadi (2014). The RCIM is an extension of the Reduced-

Rank Vector Generalized Model (RR-VGLM) where the first linear predictor is modeled by 

the sum of row effect, column effect, and the row by column interactions effect.  Yee & Hadi 

(2014) define RCIMs as an RR-VGLM as Equation (1). 

𝑌𝑖𝑗 =  𝜇 + 𝛼𝑖 +  𝛽𝑗 +  ∑ 𝑐𝑖𝑟𝑎𝑗𝑟

𝑅

𝑟=1
 

(1) 

where 𝐸(𝑌𝑖𝑗) is the expected value of the observed value of the ith row and the jth column, 

the 𝜇 is the grand mean, 𝛼𝑖 is the main effect the ith row; 𝛽𝑗 is the jth column main effect, and 
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∑ 𝑐𝑖𝑟𝑎𝑗𝑟
𝑅
𝑟=1  is the decomposition of the interaction effects.  We now pay more attention to 

the interaction effect of  ∑ 𝑐𝑖𝑟𝑎𝑗𝑟
𝑅
𝑟=1 .  If we turn to the decomposition of SVD and use the 

sum-to-zero constraints rather than the set-to-zero constrain or the corner constrain, the 

RCIM will turn to the AMMI model (Hadi et al, 2017). 

The basic model of the GGE was constructed by following the model of Yan et al 

(2000). The mean yield of the ith genotype in the jth environment is commonly approximated 

by 𝑌̂𝑖𝑗 and described in general as Equation (2), 

𝑌̂𝑖𝑗 = 𝜇 + 𝛼𝑖 +  𝛽𝑗 + 𝜙𝑖𝑗 (2) 

where 𝛼𝑖 is the main effect of ith genotype, 𝛽𝑗 is the main effect of jth environment, and 𝜙𝑖𝑗 

interaction between genotype i and environment j.  Subjecting the 𝜙𝑖𝑗 to SVD results in the 

AMMI model. Avoiding the main effect of genotype, 𝛼𝑖 in Equation (2) allows the variation 

of genotype to be absorbed into the interaction term of 𝜙𝑖𝑗.  

2.2. The GGE Biplot in RCIM Model 

Based on the RCIMs model as the form of RR-VGLM in Equation (1) and by subjecting the 

𝜙𝑖𝑗 in the Equation (2) to SVD (with first two biggest singular values) will turn the form of 

GGE Biplot explicitly, as described in Equation (3), 

𝑌̂𝑖𝑗 −  𝜇 −  𝛽𝑗 = 𝜙𝑖𝑗 = 𝜉𝑖1𝜆1𝜂𝑗1 + 𝜉𝑖2𝜆2𝜂𝑗2 (3) 

where 𝜆1 and 𝜆2 are the singular value for PC1 and PC2, 𝜉𝑖1 and 𝜉𝑖2 are the score of PC1 and 

PC2 of the ith genotype, 𝜂𝑗1 and 𝜂𝑗2 are the score of PC1 and PC2 of the jth environment. 

The GGE Biplot will display the PC1 and PC2 by rewriting Equation (3) as below: 

𝑌̂𝑖𝑗 −  𝜇 −  𝛽𝑗  = 𝜉𝑖1𝜆1𝜂𝑗1 + 𝜉𝑖2𝜆2𝜂𝑗2 

 = 𝜉𝑖1𝜆1
0.5𝜆1

0.5𝜂𝑗1 + 𝜉𝑖2𝜆2
0.5𝜆2

0.5𝜂𝑗2 

  = 𝜉𝑖1
∗ 𝜂𝑗1

∗ + 𝜉𝑖2
∗ 𝜂𝑗2

∗  

 

 

(4) 

Finally, the GGE Biplot constructed by plotting 𝜉𝑖1
∗   and 𝜂𝑗1

∗  against 𝜉𝑖2
∗  and  𝜂𝑗2

∗ . 

Therefore, with Equation (4), it is now clear that the RCIM model of Equation (1) with the 

rank of 2 can also provide the GGE Biplot.  

 

3. MATERIAL AND METHOD  

Two-way table data randomly generated in 18 rows (genotypes) x 9 columns 

(environments) under a Normal distribution according to the AMMI2 model described by 

Rodrigues et al (2016). Row-column interactions are modeled by two multiplicative terms 

with RCIM of rank = 2, according to their equivalence with the AMMI2 model. For more 

information, you can see what we've done before in Hadi et al (2018a). 

As shown in Figure 1, this statistical framework and methodology were conducted 

throughout three phases. The first phase is about generating randomly the data matrix, then 

followed by the second, simulating the outliers. The last phase was including modeling the 

RCIM, the GEE Biplot, and evaluating the robustness. 
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Figure 1. Statistical Framework and Methodology 

3.1. Simulation Study 

Outliers are defined as parts of the observation that are different from most of the 

corresponding observation data sets. If the standard deviation of k times is greater than the 

original mean (k is greater than 3), the observations are considered outliers. The outlier was 

mathematically expressed as Equation (5) (Rocke & Woodruff, 1996). Outliers were 

randomly generated according to the normal distribution 𝑁(𝜇𝑗 + 𝑘𝜇𝑗, 𝜎𝑗
2), where the 𝜇𝑗  is 

the mean of the data in column j, and 𝜎𝑗
2 is the variance of the error term (or the variance of 

the certain environment), and k are constant values of outlier size, k = 3, 10, 15. The value 

of k = 3 chosen for small magnitude and other k is chosen by asummtion that GEI data 

sometimes have a huge outlier value (Nascimento et al., 2021). 

𝑦𝑖
∗ ≥  𝜇𝑗 + 𝑘𝜎. (5) 

Next, we ran a simple simulation scheme to add outliers to the data matrix. Outliers 

are added to the generated data, randomly placed as we did before in Hadi et al (2018a), sets 

the number of outliers to 4, 9, and 17 for the entire 2%, 5%, and 10% of whole cells in the 

data matrix, respectively. These outliers are placed in the RCIM2 data table in two different 

arrangements: (i) scattered outliers, and (ii) single environment outliers. The scattered outlier 

was a simple random placement at the whole data matrix, while the single environment 

outlier placement was done by systematic column-wise placement. For both placement's 

detail, see Hadi et al (2018b).  This simulation scheme will be repeated about ten times to 

get randomness from each replication for better evaluation. 

3.2. RCIM Model Fitting & The GGE Biplot 

In R programming, the RCIM can be estimated by the rcim command from VGAM 

package (Yee & Hadi, 2014) with Gaussian and Asymptotic Laplace distribution family 

function below: 

rcim(data, family = gaussianff(), Svd.arg=TRUE, Rank=0) 

rcim(data, family = alapace1(tau=0.5), Svd.arg=TRUE, Rank=0) 

Then, use SVD from both models to decompose the rest and get the first two major 

components (PC1 and PC2) plotted through the ggplot2 package. 
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3.3. Evaluating The Influence of Outliers and The Robustness 

In our simulation study, we use the Goodness of Fit (GoF) statistics of Biplot to 

evaluate the influence of outliers and the robustness of the GGE Biplot. We use the Biplot 

Mean Percentage of Explained Variability (BMPEV) together with the Procrustes rotation 

methods to evaluate GoF. Here we will talk about those two methodologies as follow: 

1. The Biplot Mean Percentage of Explained Variability (BMPEV) 

The Biplot MPEV was used formally in a study of the GoF (Gabriel, 2002). It has the 

form in Equation (5) as follow 

1

𝑚
∑

𝜆̂1
(𝑙)

+ 𝜆̂2
(𝑙)

𝜆1 + 𝜆2 + ⋯ + 𝜆𝑝

𝑚

𝑙=1

 
(5) 

where 𝜆𝑗, 𝑗 = 1, … , 𝑝, are the eigenvalues of the original data matrix (two-way data 

tables), the 𝜆̂1
(𝑙)

and 𝜆̂2
(𝑙)

, for 𝑙 = 1, … , 𝑚, with m = 10, are the eigenvalues of contaminated 

data matrix for each replication of simulation.  Siswadi & Bakhtiar (2011) have revealed 

the interconnection between Biplot, principal component, and Procrustes analyses in 

calculating the goodness-of-fit coefficients of two configuration matrices. Here we use 

the percentage of explained variability from the Procrustes, as an average from some 

replicates. 

2. Procrustes Analysis 

Multivariate analysis often gives coordinates of the inner point cluster multi-

dimensional space. Specifically, this is obtained from the attempt to represent data as the 

distance between points of objects in space multidimensional, such as PCA or Biplot 

which involves the distance (Euclidean or Mahalanobis). The distance between points 

does not change with changing point's origin, as well, if the coordinate axis is being 

rotated. Unfortunately, the orientation and scale of the axes are usually slightly different, 

making it difficult to find such a match. Ordination is best compared by using Procrustes 

Rotation (Oksanen, 2015). 

Procrustes analysis was developed to compare the observed data matrix with the 

target matrix. In the target matrix,  both matrices have the same number of samples (as 

rows) and sometimes different numbers of variables (as columns) (Siswadi et al, 2012). 

As a general rule, in order to achieve shape and size similarity between the two 

configurations, one configuration remains fixed and the other configuration is 

transformed to match the first configuration. Procrustes rotates one configuration to 

maximize its similarity to another and also tests the non-randomness between the two 

configurations. The rotation of Procrustes causes the matrix to rotate, maximizing its 

similarity to the target matrix and minimizing the sum of the squares (SS) of the 

differences. The protest function inherited from Procrustes then returns the SS and 

measures the difference between X and (rotated) Y. In other words, it is a similarity error 

SS. The protest uses a correlation-like statistic derived from the symmetric Procrustes 

SS as R-squared = 1 – SS (Peres-Neto & Jackson, 2001). R-squared statistics are used to 

describe the similarity of the two forms of configuration compared. This value indicates 

what percentage of the observations in both configurations can be considered the same. 

If this value is equal to 1 (100%), it means that both configurations are equal.  
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4. RESULTS AND DISCUSSION 

4.1. Influence of The Outliers in the GGE Biplot 

The data were randomly generated in the error term of the Normal distribution, so no 

outliers are displayed. We see that the percentage of total variance explained of GGE Biplot 

was originally 86.11% without outlier (Figure 2). This variance explained goes down with 

the increasing number of scattered outliers, to about 53% for a small magnitude of k = 3. 

The worst was fell steeply down to only 39 % – 40 %, by 17 outliers for value magnitude of 

k = 10 and 15 (Figure 2a). It shows that there was a loss of capability to explain the total 

variance of the GGE interaction matrix, affected by a scattered outlier. Figure 2b shows that 

the single environment outliers reduce GGE's biplot MPEV from 86.11% to about 69%. This 

decline looks a bit flatter than a steeper decline due to the scattered outliers (Fig. 2a). 

 

Figure 2. The Biplot Mean Percentage of Explained Variability (Biplot MPEV) by The 

GGE Biplot of RCIM With Gaussians Family Function, Affected by (a) The Scattered 

Outlier, and (b) The Single Environment Outliers. 

Figure 3 shows that the GGE Biplot RCIM with ALD family function has better 

fitting when the magnitudes of k = 3 and k = 10, as its higher MPEV than the Gaussian in 

case of scattered outliers.  However, for large k = 15, its goodness of fit is a little bit lower 

than the Gaussian. The situation is different for contaminated data from a single environment 

outlier.  As shown in Figure 4, for a small magnitude of outlier ie. k = 3, ALD has a better 

fit than Gaussian.  But for a larger magnitude, ALD cannot perform well. Only when k = 10 

with 10% outliers ALD does give higher Biplot MPEV. 
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Figure 3. The Biplot MPEV of the GGE Biplot of RCIM with Gaussians and ALD Family 

Function, Affected by The Number of Scattered Outliers with The Magnitude of k =5, 10, 

15, for (a), (b), and (c) respectively 

 

Figure 4. The Biplot MPEV by The GGE Biplot of RCIM with Gaussians and ALD 

Family Function, Affected by The Number of Single Environment Outliers with The 

Magnitude of k =5, 10, 15 for (a), (b), and (c), respectively 
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4.2. The Robustness of GGE Biplot 

The following describes the robustness of the GGE Biplot in the RCIM model in the 

case of the two types of outliers. We used R-square Procrustes statistics to assess its 

robustness. Procrustes analysis was performed to measure the similarity between the two 

biplot coordinates, to check if the outliers affected the change in the biplot configuration 

compared to the original configuration. 

In the case of a scattered outlier, the GGE Biplot of RCIM with the ALD family 

function has a higher similarity than the Gaussian. In addition, Figure 5c shows that when k 

= 3, both of the Gaussian and ALD models hold more than 90% similarity even though 10% 

of the data has been contaminated with scattered outliers. But at k = 15, the highest R-square 

similarity was only 50.71% with 2% of scattered outliers. And with 10% of scattered outliers, 

the R-square goes down to the smallest one, 27.6% on GGE Biplot RCIM with ALD and 

23.88% on Gaussian. Overall, Figure 5 shows us that the ALD family function gives better 

similarity than the Gaussian in the case of scattered outliers, including the worst in Figure 

5c. This means that the ALD has good robustness in the GGE Biplot of RCIM in the case of 

scattered outliers. 

 

 

Figure 5. The R-Square Procrustes of The GGE Biplot of RCIM with Gaussian and ALD 

Family Function, Affected by The Magnitude of an Outlier, with The Number of The 

Scattered Outlier of 2%, 5%, and 10% for (a), (b), and (c) respectively 
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Figure 6. The R-Square Procrustes of The GGE Biplot of RCIM with Gaussians and ALD 

Family Function, Affected by The Magnitude of an Outlier, with 2%, 5%, and 10% of 

Single Environment Outlier for (a), (b), and (c) respectively 

Together with the previous one, Figure 6 now shows that the GGE Biplot of RCIM 

with the ALD family function provides superior robustness than the Gaussian family 

function, for all contaminated data with any type of outliers. A noticeable difference between 

the ALD vs the Gaussian appears when the percentage of single environment outliers reach 

the number of rows, at 10% of outliers. It means that outliers fill out the entire environment 

(column). In this condition, the Gaussian cannot perform well. In the great magnitude of 

k=15, the Gaussian’s similarity goes down linearly to 58%, while ALD can hold at least  

71% similarity. 

4.3. Discussion 

What we did in this study was develop a statistical assessment method by establishing 

a G+GE interaction component. In certain cases in plant breeding, this GGE interaction is 

more required than GE or GE+E interactions (Yan et al., 2001; Yan et al., 2007). The second 

we developed here was the robustness of the GGE interaction matrix decomposition by 

adopting several robust decomposition algorithms that have been developed for the GE as 

previously done by Hadi (2011) and Hadi et al. (2018b). The study of outliers in GGE Biplot 

was completed in a previous academic work that developed a method to detect the presence 

of outliers in a two-way tabular data interaction investigation. Hadi et al. (2022) detect outlier 

observations using elliptic confidence region and identify environment (E) with large 

variance observations that can be readily detected by Robust Biplots. This reinforces the 

importance of handling outliers in GGE interaction analysis. 
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If the study of the GE Robustness, Rodrigues et al. (2016) warned that when the data 

have only significant main effects (i.e. no interaction), the interaction should be ignored and 

the family of AMMI models is not useful. So in our model, one needs to be carefully 

considered when not only the GE interaction is not significant, but also the main effect G is 

also not significant. In another field, our results here can be adapted for interaction 

assessment with an additional component of a single main effect. If desired, the practitioner 

can adapt the form of interaction that suits the purpose of the interaction assessment. 

 

5. CONCLUSION 

Here the GGE Biplot of RCIM with ALD can be said to have good robustness against 

the single environment outliers. Single environment outliers mean that the outliers are 

distributed first in a particular column, and as the number of outliers increases, it fills the 

entire row of cells in that particular column. Therefore, the column’s mean will be much 

different from others. Instead, the scattered outliers are placed randomly around the whole 

cell of the matrix. There is no guarantee that the mean of columns (rows) will differ from 

others.  In the case of scattered outliers, the GGE Biplot of RCIM with ALD was very similar 

to the Gaussian, just a little bit better than the Gaussian. It’s parallel with the previous work 

of Hadi et al (2018b) that the GGE Biplot of RCIM with Gaussian has its robustness to 

scattered outlier. 
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