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Abstract: Stock is an investment instrument that has risk in its 

management. One effort to minimize this risk is to model and 

make further forecasts of stock price movements. Time series 

data forecasting with autoregressive models is often found in 

several cases with the most popular approach being the ARIMA 

model. The tree-based method is one of the algorithms that can 

be used to forecast both in classification and regression. One 

ensemble approach to tree-based methods is Extra Trees. This 

study aims to forecast using the Extra Trees algorithm by 

evaluating forecasting accuracy with Rolling Forecast Origin on 

BRMS stock price data. Based on the results obtained, it is 

known that Extra Trees produces a fairly good accuracy for 

forecasting up to 6 days after training data with a MAPE of less 

than 0.1%. 

 

1. INTRODUCTION  

Stock is proof of ownership of the assets in the company that issued the stock. While 

the stock price is the value of a stock that reflects the wealth of the company that issued the 

stock, where changes or fluctuations are largely determined by the forces of supply and 

demand that occur in the stock market (Sulia, 2017). All companies that issue stock in 

Indonesia are listed on the Indonesia Stock Exchange (IDX). There are several sectors on 

the IDX including agriculture, mining, basic and chemical industries, various industries, 

consumer goods industry, property, infrastructure, finance, and trade services (Saham OK, 

2011). One of the important aspects in the capital market that is the focus of investors in 

making investment decisions is the movement of stock prices, the movement of stock prices 

illustrates how the performance of the issuer is concerned (Agustina & Sumartio, 2014). 

Analyzing and predicting stock prices can be an instrument in making investment decisions. 

In general, time series data forecasting with autoregressive models is found in several cases 

with the most popular approach being the parametric Autoregressive Integrated Moving 

Average (ARIMA) model with various developments. Several related studies such as 

forecasting inflation in Demak using the ARIMA method (Astutik, et al., 2018), forecasting 

the ARIMA method for stock data of PT. Telekomunikasi Indonesia (Rezaldi & Sugiman, 

2021), forecasting the stock price index of PT Verena Multi Finance Tbk using the ARIMA 

and ARCH-GARCH approaches (Fitriyani, et al., 2021), forecasting the number of 

passengers at Bakauheni port in the Sunda Strait Tsunami period with ARIMA approach 
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Intervention and outliers (Mahkya & Anggraini, 2019), as well as Wavelet and ARIMA 

analysis used for forecasting the gold price of PT. Antam Tbk Indonesia (Kurnia, et al., 

2014). However, in addition to parametric models, forecasting in some cases can use a tree-

based model approach. The tree-based method or decision tree is one of the learning methods 

that can be used to analyze complex data. Tree-based methods produce predictions with high 

accuracy, stability, and ease of interpretation (Banarjee, et al., 2019). Just like the 

characteristics of a tree, a decision tree has several parts including root nodes, branches, and 

leaf nodes. Each attribute at each node will be tested to determine other tree branches (Patel 

& Prajapati, 2018). An illustrative example of a decision tree is described in figure 1 (Saini, 

et al., 2014). The decision tree method can be developed into various approaches, such as 

research related to poverty classification using the Classification and Regression Tree 

(CART) approach (Ispriyanti, et al., 2019) and research on the comparison of CART, 

Bagging and Random Forest on the classification of simulation objects (Jatmiko, et al., 

2019). 

 

Figure 1. Example of a Decision Tree 

In this study, the extra-trees method will be used to forecast time-series data, namely 

the daily closing stock price with the basic autoregressive model. Several studies related to 

extra-tree decision trees such as the highly random decision tree method (Geurts, et al., 

2006), extra-trees regression model for prediction of discharge coefficient in the hydraulic 

sector (Hameed, et al., 2021), as well as an ensemble cascading extremely randomized tree 

approach for short-term traffic flow prediction (Zhang, et al., 2019). Several other studies 

used extra trees and several other tree-based methods as a comparison in modeling 

phenomena such as prediction of daily precipitation and temperature (Jose, et al., 2022) and 

prediction of blood cancer (Rupapara, et al., 2022). In other studies, other tree-based methods 

have been applied to forecast time series data (Lazar & Lazar, 2015) (Rady, et al., 2021) and 

the application of decision trees as a method for weather forecasting (Kumar, 2013). In 

several previous studies on decision trees (classification and regression trees), explanatory 

variables were used as input attributes. In particular, this research utilizes the Autocorrelation 

Function (ACF) and Partial Autocorrelation Function (PACF) information from the response 

variables as well as information from the Cross-Correlation Function (CCF) between the 

response and explanatory variables as input attribute determination. It aims to produce a 

better output in predicting time series data. Based on these explanations, this study aims to 

apply a decision tree-based method with an ensemble extra-trees approach to time series 

data.   
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2. LITERATURE REVIEW 

2.1. Extra Trees Algorithm 

Tree-based methods (regression tree and classification tree) have been widely applied 

in several studies. The level of accuracy of the allegations and the small error is one of the 

driving factors for the popularity of this method (Sartono & Syafitri, 2010). In general, the 

algorithm for the regression tree-based method can be described in Figure 2: 

 

Figure 2. Simple Regression Tree 

Figure 2 explains how a regression tree can be formed. As an illustration, we want to 

form a regression tree with the response variable as Sales Value and the predictor variable 

as Promotional Cost. This study proposes an ensemble method in forming trees, namely the 

Extra Trees Algorithm. The “Extra Trees” algorithm builds an ensemble method based on a 

top-down procedure. The fundamental difference from other ensemble methods lies in the 

process of splitting nodes (Geurts, et al., 2006). Ensemble Tree is one of the developments 

of a tree-based method with the concept of making a combined tree by utilizing several trees 

to make assumptions (Sartono & Syafitri, 2010). In general, the Extra Trees algorithm can 

be described in Figure 3: 

 

Figure 3. Extra Trees Algorithm in General 

Based on Figure 3, it can be seen that Extra Trees is an Ensemble tree approach with 

the concept of combining many trees. Merging is done by majority vote for classification 

cases and the arithmetic average for regression cases (Geurts, et al., 2006). In a simple 
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procedure, the Extra Trees algorithm can be explained as follows and some important 

parameters in the algorithm are explained: 

a. Determine the number of trees to be formed based on the parameter 𝑀 (the number of 
ensemble trees to be formed) using the entire learning sample. In principle, the larger 

value of 𝑀, the better prediction accuracy, but it will affect the computational 
performance (Geurts, et al., 2006). 

b. In each ensemble tree that is formed, the parameter 𝐾 is determined, namely the number 

of random attributes used in each node. In the case of classification, 𝐾 =  𝑛 is used and 

for the case of regression, 𝐾 =  𝑛 is used where n is the number of attributes (Geurts, et 
al., 2006). 

c. In each ensemble tree that is formed, the parameter 𝑛𝑚𝑖𝑛 is determined, which is the 

minimum sample used in the splitting process. The greater the value of 𝑛𝑚𝑖𝑛, the 

ensemble tree will shrink, and conversely the smaller the value of 𝑛𝑚𝑖𝑛, the larger the tree 
formed (Geurts, et al., 2006). 

d. Every ensemble tree that is formed is not pruned, therefore the 𝑛𝑚𝑖𝑛 parameter determines 

how big the tree will be. 

After 𝑀 trees are formed, the next step is to carry out the final prediction process 
with a majority vote for classification cases and the arithmetic average for regression cases. 

2.2. Accuracy Evaluation 

Measurement of prediction accuracy in this study uses Mean Absolute Percentage 

Error (MAPE) with the following equation (Hyndman & Athanasopoulos, 2021): 

𝑀𝐴𝑃𝐸 =
100%

𝑁
∑ |

𝐴𝑡 − 𝐹𝑡

𝐴𝑡
|

𝑁

𝑡=1

 (1) 

Where 𝑁 is the number of learning samples, 𝐴𝑡 is the actual value and 𝐹𝑡 is the 
forecast value. The accuracy evaluation procedure has developed quite rapidly in the process. 

One approach that can be used is Time Series Cross-Validation (TSCV) or it can be called 

the Rolling Forecast Origin procedure. This procedure begins by preparing a series of 

training and testing data. Forecasting accuracy is calculated by determining the average 

forecasting error in this case is the MAPE value for each h, namely the forecast horizon 

(Hyndman & Athanasopoulos, 2021). The TSCV procedure can be described in Figures 4 

and 5.  

 

Figure 4. Illustration of the Distribution of Training and Testing 
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Figure 5. Evaluation Process when h=2 

Figures 4 and 5 explain how the data set is divided into training and testing groups. 

Blue observations indicate training data, and red observations indicate testing data. In 

particular, Figure 5 explains how the evaluation is carried out on the forecast horizon ℎ = 2. 
This process can be continued for several other forecast horizons. 

2.3. Residual Diagnostics 

The residual generated by the time series model needs to satisfy several assumptions. 

This assumption includes the absence of autocorrelation between the lags in the residual 

model that is formed. One of the tests that can be done is the Ljung-Box test. If the residual 

is denoted as 𝑒𝑡 = 𝑦
𝑡

− �̂�
𝑡
 then the test statistics for the Ljung-Box test are as follows (Wei, 

2006): 

𝑄 = 𝑛(𝑛 + 2) ∑(𝑛 − 𝑘)−1�̂�𝑘
2

𝐾

𝑘=1

 (2) 

where 𝐾 is the maximum lag specified, 𝑛 is the number of observations and �̂�
𝑘
 is the 

autocorrelation at lag 𝑘. The Ljung-Box test has a hypothesis 𝐻0 that no residual 
autocorrelation between lags. 

 

3. MATERIAL AND METHOD  

3.1. Data 

The dataset used in this study is information related to the closing stock price and the 

number of stock transactions of PT. Bumi Resource Mineral Tbk with BRMS code. The time 

range used is daily from January 2, 2020, to December 30, 2021. Bumi Resource Mineral is 

one of the companies with a mining focus. BRMS's Operational Business Unit consists of 

Dairi Prima Minerals: Zinc and Lead, Citra Palu Minerals: Gold and Molybdenum, and 

Gorontalo Minerals: Gold and Copper (Bumi Resource, 2003). The main objective of this 

research is to use the Extra Trees approach for data with Autoregressive cases. In general, 

several stages used in this research are identifying data, conducting the process of forming 

Extra Trees, obtaining the best model, evaluating the accuracy, and forecasting BRMS stock 

prices for some time to come. 

3.2. Data Analysis Procedure 

There are several procedures carried out in the data analysis process to obtain the 

expected final results. This study uses the R software tool in processing the data and the 

package used is extraTrees. In general, the procedure is described in Figure 6. Some of the 

stages shown can be explained as follows: 
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a. Prepare the data to be analyzed along with determining the parameters of extra trees to be 

used, including 𝑀, 𝑛𝑚𝑖𝑛, and 𝑘. 
b. Dividing data into training data and testing data. 

c. Identify the form of the relationship as input consideration based on the training data. 

This identification includes the establishment of Autocorrelation Function (ACF), Partial 

Autocorrelation Function (PACF), and Cross-Correlation Function (CCF). 

d. Creating an extra trees ensemble tree using the extraTrees package available in R. 

e. Obtain the best candidate model by comparing MAPE values. 

f. Test the goodness of the model based on the residual model of the training data. 

g. Evaluating the accuracy using Rolling Forecast Origin. 

h. Get the conclusion.  

 

 

Figure 6. Data Analysis Procedure 

 

4. RESULTS AND DISCUSSION 

4.1. Identification 

The first step in this research is to divide the data into training and testing with 95% 

for training and 5% for testing. The main variables used are stock closing price (Y) and stock 

transaction volume (X). The next step is to identify to determine the appropriate input for 

the formation of the model in the training data section. This stage is done by calculating the 

Autocorrelation Function (ACF) of 𝑌, Partial Autocorrelation Function (PACF) of 𝑌, and 

Cross-Correlation Function (CCF) values between 𝑋 and 𝑌. The identification results are 

described in Figure 7. 
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Figure 7. Data Identification 

Figure 7 explains the time series plot of the stock price (Y), the stationary stock price 

ACF (Y), the stationary stock price PACF (Y), and the CCF between the transaction volume 

(X) and the stationary stock price (Y). Based on the identification, it was decided that some 

of the attributes used in tree formation are described in table 1. 

Table 1. Attribute Determination 

Name Attribute Description 

Stock Closing Price 𝑌t Target 

Stock Closing Price (lag 𝑡 − 1) 𝑌t−1 

Input 

Stock Closing Price (lag 𝑡 − 2) 𝑌t−2 

Stock Closing Price (lag 𝑡 − 3) 𝑌t−3 

Stock Transaction Volume 𝑋t 

Stock Transaction Volume (lag 𝑡 − 1) 𝑋t−1 

Stock Transaction Volume (lag 𝑡 − 2) 𝑋t−2 

Stock Transaction Volume (lag 𝑡 − 3) 𝑋t−3 

 

4.2. Extra Trees 

Based on some of the attributes described in table 1, experiments will be conducted 

for several possible optimum attributes by comparing the MAPE values from the training 

data. Because the Extra Trees algorithm is random in tree formation and node determination, 

each possible combination of attributes (model) will be repeated 50 times. This repetition 

aims to obtain consistent results. The number of trees used in this study is 500 with the 

notation 𝑀 = 500. In particular, the larger the M value, the more accurate the results 

obtained (Geurts, et al., 2006). In this study, the number of trees is limited to 500. Parameter 

M is also closely related to computational performance in a tree formation. The number of 

random attributes used in each experiment is 𝐾 =  𝑛 (all input attributes). This research 
basically uses the principle of a regression tree. In the regression tree, by default the value 

of 𝐾 is all input attributes (Geurts, et al., 2006). In this study, the minimum sample used in 
the separation process uses the default minimum sample for the regression tree with a value 

of 𝑛𝑚𝑖𝑛 = 5 (Geurts, et al., 2006). 
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4.3. Best Model Selection 

After it was repeated 50 times for each model used, the next step was to determine 

the average MAPE value to get the best model. The results of the comparison of models are 

described in table 2. 

Table 2. Comparison of Average MAPE 

No Target Input Average MAPE 

1 𝑌t 𝑋t, 𝑌t−1 1.2187% 

2 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2 1.0002% 

3 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2, 𝑌t−3 0.8706% 

4 𝑌t 𝑋t, 𝑋t−1 6.2090% 

5 𝑌t 𝑋t, 𝑋t−1, 𝑋t−2 4.9446% 

6 𝑌t 𝑋t, 𝑋t−1, 𝑋t−2, 𝑋t−3 4.1273% 

7 𝑌t 𝑋t, 𝑌t−1, 𝑋t−1 0.8000% 

8 𝑌t 𝑋t, 𝑌t−1, 𝑋t−1, 𝑋t−2 0.6925% 

9 𝑌t 𝑋t, 𝑌t−1, 𝑋t−1, 𝑋t−2, 𝑋t−3 0.6469% 

10 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2, 𝑋t−1 0.7198% 

11 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2, 𝑋t−1, 𝑋t−2 0.6254% 

12 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2, 𝑋t−1, 𝑋t−2, 𝑋t−3 0.5930% 

13 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2, 𝑌t−3, 𝑋t−1  0.6585% 

14 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2, 𝑌t−3, 𝑋t−1, 𝑋t−2 0.5889% 

15 𝑌t 𝑋t, 𝑌t−1, 𝑌t−2, 𝑌t−3, 𝑋t−1, 𝑋t−2, 𝑋t−3 0.5563% 

Based on table 2, three candidate models will be taken that have the smallest average 

MAPE value. The three candidate models are 12, 14, and 15 with a MAPE value of less than 

0.6%. 

4.4. Model Diagnostic Test 

 

Table 3. Ljung Box Test 

Ljung Box Test 

Lag 
Model 12 Model 14 Model 15 

p-value p-value p-value 

1 0.76471 0.45769 0.23275 

2 0.00909 0.05652 0.04597 

3 0.02437 0.11358 0.09277 

4 0.03964 0.12612 0.12484 

5 0.05027 0.20660 0.20166 

6 0.06529 0.25173 0.22764 

7 0.06802 0.25806 0.23578 

8 0.08519 0.28256 0.29219 

9 0.07788 0.29634 0.32510 

10 0.09804 0.37873 0.41195 

The goodness of the time series model is used to ensure that the residuals from the 

formed model meet the white noise requirements. The goodness of the model used at this 

stage is the Ljung-Box test with the hypothesis 𝐻0 that there is no residual autocorrelation 
between lags. and a significance level of 5%. The results of the Ljung-Box test are shown in 

table 3. 
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Based on table 3, it is concluded that model 14 is the best model obtained. This is 

because the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼 for each lag and causes 𝐻0 to fail to be rejected or there is no 
residual autocorrelation between lags. 

4.5. Prediction Accuracy Evaluation 

In the process of evaluating prediction accuracy, the TSCV Rolling Origin approach 

is used with a forecast horizon of ℎ = 10. The results obtained are shown in Figure 8. 

 

 

Figure 8. TSCV results for h = 10 

Figure 8 shows how accurate the predictions are based on MAPE for each forecast 

horizon. These results indicate that the Extra Trees approach for time series data on the 

closing stock price of BRMS is accurate enough to predict up to 6 days after training data 

with a MAPE of less than 0.1%. Meanwhile, the following period tends to produce a large 

MAPE. 

4.6. Forecasting Several Future Periods 

The next step is to forecast for the next several periods with the condition that the 

actual input data is not yet known. This forecast will be carried out for the closing stock price 

of BRMS in January 2022 with the illustration that the actual closing price data is not yet 

known. The results of this forecast are shown in Figure 9. 
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Figure 9. Forecasting Results for the Next Several Periods 

Figure 9 shows how the forecasting results will be in January 2022 if the input is not 

known and fully uses the input forecasting results in the previous period. The solid black 

line is the actual value from October 2021 to December 2021. While the solid red line is the 

forecast value, the red dashed line and the blue area are the 95% prediction interval. Figure 

10 shows the 95% prediction interval enlarges as the forecasting period increases. The point 

forecast results for the next 18 periods tend to form a constant pattern for a long forecasting 

period. 

4.7. Discussion of Results 

In particular, the idea proposed in this research is how to apply one of the ensemble 

tree approaches, namely extra tree in making predictions on univariate data and by 

considering other variables. Based on the results obtained, the prediction accuracy is very 

good, this can be seen from the small MAPE value. For example, the two best candidate 

models (which have the smallest MAPE value) from table 2 are model 14 with input 

attributes 𝑋t , 𝑌t−1, 𝑌t−2, 𝑌t−3, 𝑋t−1, 𝑋t−2 and model 15 with input attributes 

𝑋t , 𝑌t−1, 𝑌t−2, 𝑌t−3, 𝑋t−1, 𝑋t−2, 𝑋t−3 has MAPE 0.5889% and 0.5563% respectively. The 
MAPE value is very small, especially supported by the comparison plot between the actual 

and fitted data in Figures 10 and 11. At the model diagnosis stage, from the three best 

candidate models, namely models 12, 14 and 15, model 14 was chosen as the best model 

based on the Ljung Box test. 

These results indicate that in this study, the smallest MAPE value (model 15) does 

not necessarily meet the goodness of the model based on the diagnostic test stage. Based on 

the evaluation of prediction accuracy, these results show that this approach can produce a 

fairly good prediction (MAPE less than 0.1%) in 6 periods after the actual data. In the final 

results, prediction intervals are added to support decision making and interpretation of 

results. The prediction interval is based on the bootstrapping process with 1000 iterations 

with the results in Figure 9.  
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Figure 10. Comparison of Actual and 

Fitted on Model 14 

 

Figure 11. Comparison of Actual and 

Fitted on Model 15 

 

5. CONCLUSION 

Based on the results and discussion that have been described, it can be concluded that 

for forecasting the closing stock price of BRMS, the Extra Trees algorithm approach shows 

good results for models with a combination of inputs 𝑋t, 𝑌t−1, 𝑌t−2, 𝑌t−3, 𝑋t−1, 𝑋t−2 with the 
average MAPE value for 50 trials is 0.5889% with white noise error. It can be explicitly said 

that the closing stock price of BRMS will be influenced by the previous price up to 3 days 

ago and the previous transaction volume up to 2 days ago. In evaluating the prediction results 

using TSCV, it is concluded that the Extra Trees algorithm approach can produce predictions 

that are quite accurate for predictions for the next 6 days after training data with a MAPE of 

less than 0.1%. Meanwhile, the following period tends to produce a large MAPE. The last 

conclusion is to forecast several future periods with unknown inputs and fully use the input 

forecasting results in the previous period. The results of point forecasting values tend to 

approach a constant pattern for a long forecasting period. Meanwhile, the 95% prediction 

interval enlarges as the forecasting period increases. 
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