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Abstract: Paraphrasing is a way to write sentences with other 

words with the same intent or purpose. Automatic paraphrase 

detection can be done using Natural Language Sentence 

Matching (NLSM) which is part of Natural Language 

Processing (NLP). NLP is a computational technique for 

processing text in general, while NLSM is used specifically to 

find the relationship between two sentences. With the 

development Neural Network (NN), nowadays NLP can be done 

more easily by computers. Many models for detecting and 

paraphrasing in English have been developed compared to 

Indonesian, which has less training data. This study proposes 

SPratama Model, which models paraphrase detection for 

Indonesian using a Recurrent Neural Network (RNN), namely 

Bidirectional Long Short-Term Memory (BiLSTM) and 

Bidirectional Gated Recurrent Unit (BiGRU). The data used is 

"Quora Question Pairs" taken from Kaggle and translated into 

Indonesian using Google Translate. The results of this study 

indicate that the proposed model has an accuracy of around 80% 

for the detection of paraphrased sentences. 

 

1. INTRODUCTION  

Paraphrasing is the re-expression of an utterance from one level or type of language 

to another without changing the meaning (KBBI, 2016). Crystal (1980) states that 

paraphrasing is a term in linguistics for the result or process of producing alternative versions 

of sentences or texts without changing the meaning. For humans, paraphrasing a sentence or 

detecting those two sentences have the same meaning is relatively easy compared to 

computers. 

Natural Language Sentence Matching (NLSM) is part of Natural Language 

Processing (NLP) which focuses on finding the relationship between two sentences. For 

example, in identifying a paraphrased sentence, NLSM is used to determine whether two 

sentences are paraphrases of one of them (Yin et al., 2015). In Natural Language Inference, 

NLSM is used to assess whether the hypothetical sentence can be inferred from the premise 

sentence (Bowman et al., 2015). NLSM is also used in answering questions and seeking 

information by assessing the relevance between question-answer pairs and ranking all 

candidate answers (Wang et al., 2016a). In machine comprehension, NLSM is used to match 
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parts of a passage to a question and indicate the part of the passage where there is an answer 

to the question (Wang et al., 2016b).  

With the development of neural networks, words can be represented with a vector by 

using embedding (Bengio et al., 2003). Recurrent Neural Networks (RNNs) such as Long 

Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) and Gated Recurrent 

Units (GRU) (Cho et al., 2014) are utilized to process text. LSTM and GRU are designed to 

have memory for previous inputs so that inputs are processed in a certain order (forward or 

backward). LSTM utilizes memory to process text by remembering what was processed or 

read before. GRU is a further development of LSTM which has a simpler architecture. 

Although simpler, GRU was found to have similar performance to LSTM (Ravanelli et al., 

2018; Su and Kuo, 2019; Chung et al., 2014; Gruber and Jockisch, 2020). Ordinary RNNs 

have limitations in that they can only utilize context or memory from before. In paraphrasing 

detection, of course, both sentences can be read back-and-forth and the result remains the 

same, so using context from two directions makes more sense. Bidirectional RNN (BRNN) 

or RNN with two directions doubles the processing of the RNN so that the input is processed 

in forward and backward order (Schuster and Paliwal, 1997). This allows the BRNN to view 

the context in both directions and get better performance than a one-way RNN (Graves and 

Schmidhuber, 2005). By combining BRNN with LSTM or GRU, we get bidirectional LSTM 

(BiLSTM) or bidirectional GRU (BiGRU).  

Compared to English, Indonesian has less available data and thus resulted in fewer 

models being made for Indonesian. Multilingual language processing models that are 

capable of processing various languages have been created and developed, but that is beyond 

the scope of this study. This study proposes SPratama model for the task of detecting 

Indonesian paraphrases. The model first uses an Indonesian embedding taken from 

https://tfhub.dev/google/nnlm-id-dim128-with-normalization/2 (Google, 2021) which is 

trained with “Indonesian Google News 3B Corpus” data based on from feed-forward Neural-

Net Language Models (Bengio et al., 2003). Then a BiLSTM or BiGRU layer is used to 

process and combine the two sentences being compared into a vector. Then the vector will 

be processed using a fully connected layer (feed-forward neural network) and produce output 

that is used to make decisions. 

 

2. LITERATURE REVIEW 

2.1. Recurrent Neural Network 

Recurrent Neural Network (RNN) is a neural network that has cycles in its 

connections. That is, the unit value of the neural network directly or indirectly depends on 

its own output as the next input. Simple RNN can be written in equations: 

𝒉𝒕 = 𝒈(𝑼𝒉𝒕−𝟏 +𝑾𝒙𝒕 + 𝒃) (1) 

𝒚𝒕 = 𝒇(𝑽𝒉𝒕 + 𝒅) (2) 

where 𝒙𝑡 denotes the input (𝑥1, … , 𝑥𝑇), 𝒉𝑡 denotes the hidden layer (ℎ1, … , ℎ𝑇), 𝒚𝑡 denotes 

output or also called hidden state (𝑦1, … , 𝑦𝑇), 𝑼,𝑽,𝑾 are weight matrices, 𝒃 and 𝒅 are 

constant matrices, and 𝑓 and 𝑔 are the activation functions.  

2.2. Bidirectional Recurrent Neural Network 

Bidirectional Recurrent Neural Network (BRNN) consists of two RNNs that have 

different "read" directions, if one reads from left to right (forward), the other will read from 

right to left (backward). Because there are two RNNs, there will be two hidden states (output) 

namely forward and backward. 
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𝒉𝒕
𝒇
= 𝑹𝑵𝑵𝒇𝒐𝒓𝒘𝒂𝒓𝒅(𝒙) (3) 

𝒉𝒕
𝒃 = 𝑹𝑵𝑵𝒃𝒂𝒄𝒌𝒘𝒂𝒓𝒅(𝒙) (4) 

The two hidden states will be combined into one hidden state:  

𝒉𝒕 = 𝒉𝒕
𝒇
⊕𝒉𝒕

𝒃 (5) 

where ⊕ can be multiplication per element, addition, concatenation, or other operators 

between two hidden states. Figure 1 (a) illustrates a BRNN which combine its two hidden 

states for every step and Figure 1 (b) illustrates a BRNN which combine only its two final 

hidden states. This study will use the BRNN architecture illustrated by Figure 1 (b). 

 

  

(a) (b) 
Figure 1. Bidirectional Recurrent Neural Network (BRNN) Architecture with 

(a) Combining its Two Hidden States for Every Step and  

(b) Combining Only its Two Final Hidden States 

2.3. Long Short-Term Memory 

Long Short-Term Memory (LSTM) is an RNN architecture. LSTM has four 

components, namely forget gate, input gate, memory state or cell, and output gate. The gate 

functions to filter the information provided and the cell functions to store information from 

the given input (Hochreiter and Schmidhuber, 1997). 

𝒇𝒕 = 𝝈(𝑼𝒇𝒉𝒕−𝟏 +𝑾𝒇𝒙𝒕 + 𝒅𝒇) (6) 

𝒇𝒕 = 𝝈(𝑼𝒇𝒉𝒕−𝟏 +𝑾𝒇𝒙𝒕 + 𝒅𝒇) (7) 

𝒊𝒕 = 𝝈(𝑼𝒊𝒉𝒕−𝟏 +𝑾𝒊𝒙𝒕 + 𝒅𝒊) (8) 

𝒄𝒕 = 𝒊𝒕 ⊙𝒈𝒕 + 𝒇𝒕 ⊙𝒄𝒕−𝟏 (9) 

𝒐𝒕 = 𝝈(𝑼𝒐𝒉𝒕−𝟏 +𝑾𝟎𝒙𝒕 + 𝒅𝒐) (10) 

𝒉𝒕 = 𝒐𝒕 ⊙ 𝐭𝐚𝐧𝐡(𝒄𝒕) (11) 

where 𝜎 is the sigmoid function, ⊙ denotes element-wise multiplication, 𝒇𝑡 is the forget 

gate, 𝒊𝑡 is the input gate, 𝒄𝑡 is the memory state or cell, 𝒐𝑡 is the output gate, and 𝒉𝑡 is the 

output or hidden state. 

2.4. Gated Recurrent Unit 

Gated Recurrent Unit (GRU) is an RNN architecture similar to an LSTM without an 

output gate. GRU has a cell or candidate vector and two gates, namely: reset gate and update 
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gate (Cho et al., 2014). The hidden state (output) is obtained by using the 𝑧 value to 

interpolate between the previous hidden state and the candidate vector. 

𝒓𝒕 = 𝝈(𝑼𝒓𝒉𝒕−𝟏 +𝑾𝒓𝒙𝒕 + 𝒅𝒓) (12) 

𝒛𝒕 = 𝝈(𝑼𝒛𝒉𝒕−𝟏 +𝑾𝒛𝒙𝒕 + 𝒅𝒛) (13) 

𝒉�̃� = 𝐭𝐚𝐧𝐡(𝑼(𝒓𝒕⊙𝒉𝒕−𝟏) +𝑾𝒙𝒕 + 𝒅𝒉) (14) 

𝒉𝒕 = (𝟏 − 𝒛𝒕) ⊙ 𝒉𝒕−𝟏 + 𝒛𝒕⊙𝒉�̃� (15) 

where 𝜎 is the sigmoid function, ⊙ denotes element-wise multiplication, 𝒓𝑡 is the reset gate, 

𝒛𝑡 is the update, 𝒉�̃� is the cell or candidate vector, and 𝒉𝑡 is the output or hidden state. 

Bidirectional LSTM (BiLSTM) and Bidirectional GRU (BiGRU) are achieved by 

combining BRNN with LSTM and GRU. BiLSTM and BiGRU consist of two LSTMs or 

two GRUs that run in parallel: one on the forward “read” direction and the other in the 

backward “read” direction. 

2.5. Hash function 

A hash function is any function that can be used to map data of arbitrary size to a 

fixed size value. A good hash function is one that satisfies (more or less) the simple 

uniformity assumption of hashing: each key (input) has the same probability of being hashed 

or mapped to one of the 𝑚 slots, also called hash buckets, regardless of the hash or mapping 

results of other keys (Cormen et al., 2009). Figure 2 illustrates a hash function. 

 

Figure 2. Illustration of a Hash Function that Maps the Keys into 16 Hash Buckets 

2.6. Adam Optimizer 

The name “Adam” comes from adaptive moment estimation. Adam optimizer is 

based on stochastic gradient descent algorithm by finding the first and second moments from 

the first derivative of the loss function with an adaptive learning rate. Some of Adam’s 

advantages are that the magnitudes of parameter updates are invariant to rescaling of the 

gradient, its step sizes are approximately bounded by the step size hyperparameter, it does 

not require a stationary objective, it works with sparse gradients, and it naturally performs a 

form of step size annealing.  

Adam algorithm has input step size; exponential decay rates; stochastic objective 

function; initial parameter vector; initial first moment vector; and initial second moment 

vector. The process is as follow: calculate gradients with respect to stochastic objective, 

update biased first and second raw moment estimate, compute bias-corrected first and second 

raw, update parameter vector. Iteration process will be stop until we get parameter values 

converged (Kingma and Lei Ba, 2014).  

 

    

            

          

          

       

          

      

  

  

  

  

  

  

 

  



Media Statistika 15(2) 2022: 129-138 133 

3. MATERIAL AND METHOD  

3.1. Spratama Model 

The SPratama model first converts sentences into vectors using an embedding layer, 

then the results are processed using BiLSTM or BiGRU and followed by a feed-forward 

neural network with one to two hidden layers with the ReLU activation function. ReLU is 

used because of its simple function and good performance in neural network models (Glorot 

et al., 2011; Krizhevsky et al., 2012; Tóth, 2013). The sigmoid activation function is used 

for the output layer because it is a binary classification.  

The architecture of the model can be seen in Figure 3. First, the sentence will be 

converted into a normalized vector with 128 elements (dimensions) using an embedding 

layer. Then the two output vectors will be concatenated into a 2×128 matrix. The matrix will 

be continued to the RNN layer, then to the fully connected layer (feed-forward neural 

network) with the ReLU activation function, and to the output layer with the sigmoid 

activation function. Dropout (Srivastava et al., 2014) is used as a regularization technique to 

prevent overfitting in the fully connected layer.  

 

Figure 3. Architecture for SPratama Model 

The embedding layer is obtained from https://tfhub.dev/google/nnlm-id-dim128-

with-normalization/2 which is a pretrained model based on Neural Probabilistic Language 

Model (Bengio et al., 2003) with the “Indonesian Google News 3B Corpus” dataset 

developed by Google. Embedding for sentences is obtained by adding the embedding vector 

of each word, ignoring spaces and punctuation marks, then dividing by the root of the word 

https://tfhub.dev/google/nnlm-id-dim128-with-normalization/2
https://tfhub.dev/google/nnlm-id-dim128-with-normalization/2
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count. The embedding for sentences has a weakness because as the embedding does not care 

about the order of the words in the sentence, but this embedding process is computationally 

fast and the model still able to get good results. This layer will not be retrained with the 

existing dataset because it will take a very long time and this dataset is not specifically 

designed to train the embedding model. 

Words that are not in the dataset in the model training process or called Out of 

Vocabulary (OOV) are processed using a hash bucket. A fraction of the tokens and 

embedding that are rarely used (~2.5%) are replaced by hash buckets. Each hash bucket is 

initialized using the remaining embedding vectors that have a hash to the same bucket. In 

other words, OOV has its own embedding and is not unique. 

There are four models built with differences in the RNN and the layers in the fully 

connected layer. The model uses one Bidirectional RNN layer, namely BiLSTM or BiGRU 

and one or two hidden layers and one output layer. The model will be named in the manner 

“RNN-number of fully connected layers”. For example, BiLSTM-1 means the model uses 

BiLSTM and one fully connected layer. 

Cross-entropy loss is used as a loss function and the matrices weight are estimated 

using the Adam optimizer (Kingma and Lei Ba, 2014). The optimal number of units and 

dropout rate for each layer are searched using the Hyperband algorithm (Li et al., 2017). 

3.2. Experiment 

The data used for this research is "Quora Question Pairs" (Chen et al., 2018) in the 

form of questions pairs written in English taken from the Quora website and labeled whether 

the two questions are duplicates or have the same meaning, the data can be accessed through 

the https://www.kaggle.com/c/quora-question-pairs/data (Kaggle, 2017) as of September 

2021. This dataset has 404290 question pairs with pairs labeled with “0”, not duplicates and 

pairs labeled with “1”, duplicates. Table 1 shows two rows of the dataset. The field “id”, 

“qid1”, and “qid2” can be ignored as they are only the identification number for the questions 

and are not used in the model. 

Table 1. “Quora Question Pairs” Dataset 

id qid1 qid2 question1 question2 is_duplicate 

0 1 2 What is the step by step 

guide to invest in share 

market in india? 

What is the step by step guide 

to invest in share market? 

0 

1 3 4 What is the story of 

Kohinoor (Koh-i-Noor) 

Diamond? 

What would happen if the 

Indian government stole the 

Kohinoor (Koh-i-Noor) 

diamond back? 

0 

There are 2 blank rows in the “question2” column for this dataset, so these two rows 

are discarded. The dataset was translated from English to Indonesian using Google Translate. 

The results of the translation can be seen in Table 2. 

The data is divided into three, namely 80% training, 10% validation, and 10% testing. 

Modeling is done with training data and validated using validation data, after that it is tested 

against testing data. The model is validated using a validation set and evaluated based on the 

loss value and accuracy. The loss value used in this study is cross-entropy and a measure of 

accuracy for binary classification. 

The model parameters will be optimized using the Adam algorithm with a learning 

rate (𝛼) of 0.001 and a mini batch of 32. Hyperparameters, namely the number of units and 

https://www.kaggle.com/c/quora-question-pairs/data
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dropout rates, are optimized with the Hyperband algorithm, which is set to maximize the 

model's accuracy against the validation set with 𝑅 = 16 epochs and 𝜂 = 3. Hyperparameter 

tuning and model training are carried out with early stopping, if the accuracy of the validation 

set decreases the training process will stop, to prevent overfitting. The number of units for 

BiLSTM and BiGRU is limited to three values, namely 32, 64, and 128 units. The number 

of units for a feed-forward neural network is limited from 32 units to 512 units in increments 

of 32 units. The dropout rate is limited from 0 to 0.5 in increments of 0.05. 

The implementation of the program for the model was carried out using Python 3.8.8 

with TensorFlow 2.3.0 library. Programming is run on a computer with the AMD Ryzen 7 

5800H with Radeon Graphics @3.20 GHz, NVIDIA GeForce RTX 3060 Laptop GPU, and 

16GB of RAM. 

Table 2. Translated “Quora Question Pairs” dataset. 

id qid1 qid2 question1 question2 is_duplicate 

0 1 2 Apa panduan langkah demi 

langkah untuk berinvestasi 

di pasar saham di India? 

Apa panduan langkah demi 

langkah untuk berinvestasi di 

pasar saham? 

0 

1 3 4 Bagaimana kisah Berlian 

Kohinoor (Koh-i-Noor)? 

Apa yang akan terjadi jika 

pemerintah India mencuri 

kembali berlian Kohinoor 

(Koh-i-Noor)? 

0 

 

4. RESULTS AND DISCUSSION 

There are four models built, namely BiLSTM and 1 fully connected layer (BiLSTM-

1), BiLSTM and 2 fully connected layers (BiLSTM-2), BiGRU and 1 fully connected layer 

(BiGRU-1), and BiGRU and 2 fully connected layers (BiGRU-2). Hyperparameter tuning 

takes quite a long time which is around 6000 to 7000 seconds for each model. Table 3 shows 

the accuracy and the number of parameters of the four models built. 

Table 3. Accuracy (to the Test Set) and Parameters of the Four Models 

Model Accuracy Parameters 

BiLSTM dan 1 fully connected layer (BiLSTM-1) 80,66% 329.127 

BiLSTM dan 2 fully connected layer (BiLSTM-2) 80,40% 444.257 

BiGRU dan 1 fully connected layer (BiGRU-1) 80,62% 280.705 

BiGRU dan 2 fully connected layer (BiGRU-2) 80,73% 434.945 

For BiLSTM-1, from the hyperparameter tuning, 128 units are obtained for BiLSTM, 

256 units for the fully connected layer with a dropout rate of 0.45. This model has 329,127 

parameters. The model is trained for 16 epochs but with earlystopping the training process 

stops at 10 epochs. Figure 3 (a) shows a graph of the accuracy of the model per epoch. 

For BiLSTM-2, from the hyperparameter tuning, 128 units were obtained for 

BiLSTM, 352 and 256 units for the fully connected layer with dropout rates of 0.3 and 0.1. 

This model has 444,257 parameters. The model is trained for 16 epochs but with 

earlystopping the training process stops at 7 epochs. Figure 3 (b) shows a graph of the 

accuracy of the model per epoch. 

For BiGRU-1, from the hyperparameter tuning, 128 units were obtained for BiGRU, 

320 units for the fully connected layer with a dropout rate of 0.45. This model has 280,705 

parameters. The model is trained for 16 epochs but with earlystopping the training process 

stops at 9 epochs. Figure 3 (c) shows a graph of the accuracy of the model per epoch. 
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For BiGRU-2, from the hyperparameter tuning, 128 units were obtained for BiGRU, 

320 and 480 units for the fully connected layer with dropout rates of 0.2 and 0.25. This model 

has 434,945 parameters. The model is trained for 16 epochs but with earlystopping the 

training process stops at 8 epochs. Figure 3 (d) shows a graph of the accuracy of the model 

per epoch. 

  

(a) (b) 

  

(c) (d) 

Figure 4. Accuracy of the Models per Epoch 

(a) BiLSTM-1, (b) BiLSTM-2, (c) BiGRU-1, and (d) BiGRU-2 

The four models have similar accuracy to each other. From the graph of the accuracy 

of the four models seen in the second or third epoch, the accuracy of the training set will 

exceed the accuracy of the validation set. It can also be seen that the increase in accuracy in 

validation is slower for per epoch after the second or third epoch compared to accuracy in 

training. The model with BiGRU and 1 fully connected layer (BiGRU-1) is the best model 

for this problem compared to the other three models because this model has the fewest 

parameters. 

Since this dataset is a relatively new dataset, we compare our model to the models 

developed on the English dataset. First, “Siamese CNN” and “Siamese LSTM” model 

designed according to the architecture in Wang et al., 2016c. Second, “L.D.C” model 
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proposed in Wang et al., 2016d. Finally, “Bilateral Multi Perspective Matching Model 

(BiMPM)” proposed in Wang et al., 2017. The comparison is shown in Table 4. 

Table 4. Accuracy of the Compared Models 

Model Accuracy 
Siamese CNN (English) 79,60% 

BiGRU-1 80,62% 

Siamese LSTM (English) 82,58% 

L.D.C (English) 85,55% 

BiMPM (English) 88,17% 

While BiGRU-1 model does not perform as the best, it is relatively simple and holds 

quite well against the other models. This shows that our simple model is still good for 

paraphrase detection. 

 

5. CONCLUSION 

The proposed SPratama architecture for Indonesian paraphrase detection tasks using 

BiLSTM and BiGRU performs quite well. There are four models that are built with this 

architecture namely BiLSTM and 1 fully connected layer (BiLSTM-1), BiLSTM and 2 fully 

connected layers (BiLSTM-2), BiGRU and 1 fully connected layer. (BiGRU-1), and BiGRU 

and 2 fully connected layers (BiGRU-2). The four models have similar accuracy to each 

other and are quite good, which is around 80%. 
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