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with the LR (Linear Model) method using RMSE and R?
statistics and model stability using 10 repetitions. The
accuracy of the model with the two best predictors is when
the NDPI and API Polarization Index are the predictors.
The paddy age model from the SVR method is better than
the paddy age model from the LR method, where the SVR
method produces a model with an average RMSE of 11.13
and an average coefficient of determination of 88.10%.
The accuracy of the SVR model with NDPI and API
predictors can be improved by adding VH polarization to
the model, where the average RMSE statistic decreases to
11.0 and the average coefficient of determination becomes
88.42%. In this scenario, the best model gives a minimum
RMSE value of 10.35 and a coefficient of determination of
90.05%.

1. INTRODUCTION

In the last decade, Machine learning (ML) methods have received extensive attention
because they can find data patterns automatically and can increase efficiency and reduce
costs in the computing process (Rahmani et al., 2021). Support Vector Machines (SVMs)
are kernel-based ML methods that can be used for classification and regression. This method
has also received extensive attention over the last decade because it is claimed to be able to
produce accurate models, have good predictions in various situations, and can accommodate
linear combinations of explanatory variables (Clark, 2013). The SVM method was
implemented by (Guo & Chou, 2020) for the analysis of cancer models, for the prediction
of wind energy by (Ahmadi & Khashei, 2021), prediction of rice planting areas using remote
sensing data by Gandharum et al. (2021), and for modeling stock prices by (Arsy & Rosadi,
2023).
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In many real-world applications, the relationships between variables are nonlinear.
The use of the kernel makes the SVR method capable of considering complex non-linear
relationships between variables (Mogaddasi Amiri et al., 2019). Non-linear relationships
can be solved with slack variables and kernel tricks. Kernel tricks are the main features of
SVM which can map problems to a higher dimensional space so that non-linear relationships
become quite linear (Lantz, 2013).

Paddy is the main food commodity for Indonesia, so it requires comprehensive
management from the aspect of land management and post-harvest. The use of optical
satellite data such as MODIS, Landsat, and Sentinel-2 for modeling paddy phases in several
parts of the world using machine learning methods has been able to produce a model
accuracy of more than 85% (Zhao et al., 2021). However, the use of optical satellite data in
Indonesia is not optimal because the area of Indonesia which is in a tropical climate has high
rainfall and thick fog, and cloud coverage often causes the appearance of objects in optical
imagery to be often obscured by clouds. The solution is to use a satellite data radar such as
Sentinel-1 because it can be used in almost any weather condition (Sutanto et al., 2014).

The use of radar satellite data such as Sentinel-1 for modeling paddy phases using
machine learning methods in several parts of the world has also resulted in very good
accuracy (Zhao et al., 2021). In Indonesia, the research of (Gandharum et al., 2021) using
the Sentinel-1 radar satellite-based SVM method in Indramayu was able to produce a paddy
planting area model with an accuracy of up to 81.89%. However, this study only used the
VH polarization, whereas, in the Sentinel-1 satellite data, 3 polarizations were available,
namely VV, VH, and VV-VH and their derivatives, such as RPI, NDPI, and API. Research
of (Dirgahayu & Made Parsa, 2019) using the RPI polarization index to model the paddy
growth phase using the linear regression (LR) method. The results showed that RPI can
describe the phenomenology of paddy growth. However, the LR method for time series data
has the potential to experience autocorrelation problems (Triscowati et al., 2019). In
addition, ideally, the LR model must also meet the assumptions of residual normality, be
free of multicollinearity and heteroscedasticity and not be strong in facing outlier problems.
(Lantz, 2013).

Based on the explanation above, it can be seen that the paddy growth phase model,
especially in Indonesia, relies more on the LR model. Unfortunately, the LR method is prone
to assumption violations and is not robust with outlier problems. One solution is to use ML
methods that are not plagued with model assumption problems and outlier problems(Lantz,
2013). In this study, we apply the SVR method to model the age of paddy using Sentinel-1
data. The accuracy and stability of the SVR model are compared with the LR method. The
results of this study are expected to be a solution to the age/phase model of paddy in
Indonesia which can produce information even in cloud conditions.

2.  LITERATURE REVIEW
The general matrix form of the linear model is as follows (Stroup, 2013):
y=XpB+e (1)

Where y is the response variable vector, X is the estimating variable matrix, B is the
regression coefficient vector with p-dimensional, and e is the error vector which is assumed
to be normally distributed.
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If there is only one explanatory variable, it is called simple regression and if there is
more than one explanatory variable, it is called multiple regression (Faraway, 2004).
Equation (1) can be expressed in the form (Ostertagova, 2012):

Vi = BO + ﬁlxl‘l + ,Ble‘z + -4+ ﬁpxl'p + ei,for i = 1,2, e, n (2)

Estimating the parameter B using the least squares method yields the following results
(Ostertagova, 2012):

B =X"™X)XTy 3)

A special form of multiple regression is polynomial regression where there is only
one independent variable that can be expressed in the equation:

Vi = Bo + Bix; + Boxf + -+ Bpx! + ey, fori=12,..,n (4)

Kernel functions are functions k(x,x’) € R which can be a measure of
similarity/distance between objects. The kernel function is non-negative, namely x(x,x") >
0 and symmetric, namely k(x,x") = k(x’, x)Kernel functions consist of various forms, for
example, linear kernel, polynomial kernel, and radial basis function (RBF) (Murphy, 2012).
The kernel function becomes a solution when the relationship between variables is not linear.

Table 1. The Kernel Types

Type Kernel Equation
RBF Kernel , Ix — x'||?
k(x,x') = exp( 5o )

a? is called the bandwidth

Polynomial Kernel k(xx)=&'x' +r)"
r>0
M is the degree of the polynomial

Linear Kernel k(x,x") = xTx’

The goal of SVM is to create a flat boundary, called a hyperplane which is a linear
boundary for partitioning data into homogeneous groups. All hyperplanes in R% are
parameterized by a vector (w) which is orthogonal to the hyperplane, and a constant ((w,)
which is the bias. The hyperplane equation is expressed in the equation (Caraka et al., 2020;
Schélkop, 2003):

wix; +wy =0 (5)

The support Vector is the closest point to the maximum margin hyperplane (MMH).
Each class has at least one support vector. Hyperlane is chosen by maximizing the margin
support vector of the two classes, the maximum margin is MMH. The objective function for
SVR can be written as follows:

N
1
J =€) Ly +5 Wl ©)
i=1

Where L. (y;, §;) is an epsilon insensitive loss function that can be written as:
0 ifly—9| <e

ly —9|—¢ else ()

Le()’i»yi) = {

yi=f(x) =w'x;+wpand € = %constant.
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The objective function J is convex and unconstrained but not differentiable because
L.(y;,9;) = 0 for |y — y| < . One popular approach is to formulate this problem as a
constrained optimization problem by using the slack variable (¢) which represents how far
each point lies outside the tube. The objective function becomes a quadratic function of w
with the following equation:

N
1
J=C) G+ +5Iwl? ®)
i=1

With constraints
Yi<fx)+e+&E=0

yi>fx)—e—i,& =0

To get a solution of an objective function and a set of constraints, you can use the
Lagrange Multiplier method. This method is an alternative method for non-linear
optimization problems with constraints in the form of equations or inequalities. On the
standard form of a nonlinear optimization problem with an objective function:

min £ (xq, ..., Xp)
With Constraint

G(xg, .., x) =0

G =[G, (xg,....x,) =0, ..., G (xq, ..., x,) = 0]T

The Lagrange Multiplier equation for the objective function and constraints above is

as follows:

FX,2) = f(X) — AG(X) (9)
Where X = [x4, ..., x,,] is a vector variable and 2 is called the Lagrange Multiplier.

The optimal solution of the objective function in equation (9) with constraints is
obtained by deriving the Lagrange equation (Wen & Edelman, 2000). The Lagrange
equation is derived for the estimated parameters which are called the least squares method
(Luts et al., 2012). The results of the optimization process are:

w = Z aiXi (10)
i

aiZO

The vector x; for every a; > 0 is called the support vector which is the point where
the fault lies on or outside the e-tube. Kernel solution:

P(x) = Wy + WTx
P(x) = W, + Z a;X; X
i

9O = W+ ) arme(xy X) (11)

i
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3. MATERIAL AND METHOD
3.1. Research Data

This research was conducted in the paddy field area of PT. Sang Hyang Seri (SHS)
Subang. The research data consisted of Sentinel-1 satellite imagery in the paddy fields of
PT. SHS Subang which was accessed from 07 November 2021 to 03 May 2022 and field
data which is the age profile of paddy in each paddy field block. This data is research data
from the paddy phase team at the BRIN Remote Sensing Research Center.

Figure 1. Research Areas

The independent variables in this study are the polarization of the Sentinel-1 satellite,
the polarization index, and the growing season. Sentinel-1 satellite polarization has a
measuring scale in intensity (0-1). The polarization index, namely the Normalized Different
Polarization Index (NDPI), the Ratio Polarization Index (RPI), and the Average Polarization
Index (API) are derivatives of polarization with the following formula (Dirgahayu & Made
Parsa, 2019):

VV — VH
NDPL= oy vh
VH

RPI =
VV + VH
APl = ——

3.2. Steps of Data Analysis

The steps of data analysis in this study were as follows:

1. Perform data tabulation, polarization data, and polarization index combined with rice age

profile data.

Perform data cleaning to ensure that no missing value

3. Divide the sample data randomly with size 4315 into 70% for training data and 30% for
testing data. To see the stability of the model, the training data and test data were repeated
ten times at random.

4. Perform the SVR using package e1070 (Meyer et al., 2022) and the LR method using
package caret (Kuhn et al., 2022).

5. The obtained model accuracy is tested using the Root Mean Square Error (RMSE)
statistic(Ahmadi & Khashei, 2021) and Coefficient of Determination (R?) (Raza et al.,
2019).

6. Interpretation of results and drawing conclusions.

N
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4. RESULTS AND DISCUSSION

Descriptively the VV polarization has an average value of 0.103 with a standard
deviation of 0.036. The VH polarization has an average value of 0.024 with a standard
deviation of 0.011. The range of VV polarization values is higher than the VH polarization
values. The derivative of these two polarizations, namely the NDPI polarization index, is a
polarization index with the largest average value of 0.645 with a standard deviation value of
0.107. The age variable has a minimum value of 1 to 123 HST (Day after Planting) with an
average value of 60.51 and a standard deviation of 34.463.

Table 2. Statistics Descriptive

Variables  Minimum  Maximum Mean Standard Deviation
\YAY/ 0.026 0.282 0.103 0.036
VH 0.005 0.065 0.024 0.011
RPI 0.071 0.417 0.231 0.084
NDPI 0.435 0.870 0.645 0.107
API 0.018 0.202 0.070 0.025
Age 1 123 60.51 34.463

Based on the results of the scatterplot visualization (Figure 2), shows that the
polarization index and polarization index are not linear to the age of the paddy. This is
following the results of the SVR analysis which shows that the use of RBF kernels is better
than linear, polynomial, and sigmoid kernels. The use of the RBF kernel is also done by
(Ispriyanti & Hoyyi, 2016; Luts et al., 2012; Onojeghuo et al., 2018) which shows that the
SVM method is more optimal when the RBF kernel is applied. Likewise in the LR model,
based on our experimental results it shows that individually using polynomial regression of
degree three is better than linear regression of degrees 1 and 2.

Scattarpiot of WY & Age Scennrpict of VM A Ape

@ @ ©

(d) (€)

Figure 2. Scatterplot Between Polarization/Polarization Index Against Paddy Age

In the model scenario with one predictor, VH polarization provides the best model
accuracy for both the SVR and LR methods. The SVR model produces an average RMSE
value of 14.72 and an average value of the coefficient of determination of 77.78%. Based on
the average value of these two statistics, the SVR method with the VH predictor gives better
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results than the LR method with the same predictor. VH polarization can describe the age of
paddy with fairly good accuracy. Biophysical parameters have a stronger relationship with
VH than with polarization VV (Wali et al., 2020). VH polarization is more sensitive to paddy
growth and VH polarization shows a consistent increase in backscatter from plant
flooding/expansion to the end of the reproductive phase (Chai et al., 2018).

SVR model accuracy increases significantly when combined with VVV polarization.
The average RMSE statistic decreased to 11.40 and the average coefficient of determination
became 87.56%. The accuracy of the model with the two best predictors is when the NDPI
and API Polarization Index are the predictors. The paddy age model from the SVR method
is better than the paddy age model from the LR method, where the SVR method produces a
model with an average RMSE of 11.13 and an average coefficient of determination of
88.10%. The accuracy of the SVR model with NDPI and API predictors can be improved by
adding VH polarization to the model, where the average RMSE statistic decreases to 11.0
and the average coefficient of determination becomes 88.42%. In this scenario, the 7th model
repetition gives a minimum RMSE value of 10.35 and a coefficient of determination of
90.05%.

Table 3. Comparison LR and SVR

. RMSE R?

Predictor Method Min Max Mean SD Min Max Mean SD
vV LR 29.76 30.37 30.04 0.22 -260.77 -189.95 -2246 21.23
SVR 27.71 29.13 2841 0.38 -58.70 -40.42 -48.08 5.48
VH LR 14.47 1541 1496 0.28 75.32 78.31 76.67 0.91
SVR 14.13 1525 1472 0.31 76.43 7953 77.78 0.91
RP LR 22.37 23.64 2289 0.38 16.25 2281 2030 2.00
SVR 22.36 23.66 2289 041 15.29 2461 20.77 2.69
NDPI LR 22.28 23.62 2285 0.40 17.15 2371 2071 191
SVR 22.42 23.74 2298 0.41 15.03 2409 2036 2.55
AP LR 25.49 2631 2593 0.29 -43.31 -29.36 -32.53 5.90
SVR 23.91 2547 2463 0.43 1.93 1941 1045 497
VVAVH LR 15.78 16.40 16.06 0.22 68.69 73.73 7175 144
SVR 10.70 1206 11.40 0.38 86.07 89.35 8756 0.88
VV4RPI LR 13.77 1492 1445 0.32 77.37 80.73 78.39 1.02
SVR 10.66 1209 1146 041 85.73 89.30 87.20 0.99
VV+NDPI LR 14.16 1530 1482 0.31 75.76 7933 77.03 1.04
SVR 10.68 12.10 1148 0.40 85.74 89.23 87.16 0.98
VVAAPI LR 18.16 19.30 1876 0.35 53.36 60.66 5791 256
SVR 13.70 1487 1440 0.37 75.40 79.82 77.87 79.82
VH4RPI LR 14.88 15,62 1530 0.24 72.56 77.09 75.08 1.23
SVR 10.71 1225 1166 0.44 85.41 89.10 86.71 1.08
VH+NDPI LR 15.01 15.76 1543 0.24 71.98 76,57 7458 1.25
SVR 10.67 1219 1161 0.43 85.57 89.19 86.84 1.04
VHAAPI LR 15.99 16.64 16.27 0.21 67.89 7282 70.72 1.43
SVR 10.85 1213 1149 0.35 85.92 88.95 8731 0.84
RPI+NDPI LR 23.00 2412 2347 0.32 8.54 1586 13.19 252
SVR 22.39 2371 2294 0.42 14.87 2429 2049 2.67
RPI+AP LR 13.36 1439 1397 0.29 78.76 82.17 80.09 1.01
SVR 10.47 11.75 1116 0.35 86.67 89.72 88.00 0.87
NDPI+AP LR 13.71 1474 1430 0.29 77.46 8101 7896 1.05
SVR 10.47 1169 1113 0.34 86.83 89.74 88.10 0.84
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LR 1379 14901 1444 031 7726 8071 7840 102
VVHVHIRPL o R 1054 1199 1132 040 8616  89.68 096 0.6
LR 1417 1526 1480 030 7560 7936 7711 104

VVHVHHNDPL o p 1053  11.96 1130 040 8627  89.71 8774 094
LR 1506 1581 1543 021 7163 7625 7457 138

VVHVHHAPL o yrR 1065 11.88 1127 034 8634 8931 8772 081
LR 1350 1472 1426 031 7809 8144 7903 102

VVHRPIFNDPL - oyp 1069 1215 1152 040 8551 8913 8701  0.98
LR 1342 1437 1394 027 78690 8210 8021 102

VVHARPIFAPL  oUR 1049 1183 1121 036 8640  89.66 87.89 0.89
LR 1375 1468 1424 027 7747 8101 7920 106

VVHNDPIHAPL oyr 1046 1178 1116 036 8658 8979 88.01 0.88
LR 1450 1522 1493 023 7436 7862 7648 116

VHHRPINDPL o p 1085 1241 1181 042 8500 8872 8634 1.04
LR 1331 1436 1394 031 7900 8234 8022 102

VH+RPIFAPT - ouR 1038 11.67 11.06 035 8694 8998 8829 0.8l
LR 1368 1473 1429 030 7761 8110 7903 105

VH+NDPI+APL o\ /0 1035 1161 1100 034  87.06  90.05 8842 081
RPI+ NDPI+ LR 1315 1414 1376 030 7966 8292 8077 101
AP SVR 1047 1175 1117 034 8657  89.64 8791 0.85
VVAVH+RPI+ LR 1350 1465 1423 030 7814 8149 7914 101
NDPI SVR 1054 1200 1135 040 8606 8958 8752 0.5
VVAVH+RPI+ LR 1337 1435 1392 029 78901 8223 8030 102
AP SVR 1043 1176 1113 036 8673 8978 8814 085
VVAVH+NDPI LR 1337 1468 1424 027 7814 8149 7914 101
+AP| SVR 1040 1170 1108 035 8688  89.96 88.26 0.83
VV+RPI+NDPI LR 1320 1413 1374 028 7960 8285 8088 100
+AP| SVR 1040 1172 1110 036 8667  89.88 88.10 0.87
VH+RPI+NDPI LR 1313 1414 1376 030 7965 8296 8079 102
+AP| SVR 1034 1162 1102 034 8693  89.97 8831 0.80
VVAVH+RPI+ LR 1319 1414 1374 029 7965 8287 8088 100
NDPI+API SVR 1035 1166 1105 036 8690 9003 8828 0.85

Scenarios with 4 predictors and 5 predictors were unable to produce models with
better accuracy than models with VH, NDPI, and API predictors. Therefore we found that
the SVR model with 3 predictors was the best (Table 3).

e Comgabains sl ML Wt 2 W MhoaSutn st | bt Mhinihone wttn. Comen s e The Compatisan of R2 Valuss o 1 SVIE Modols and Linear Modals with One Prodicoss)

@) (b)
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Figure 3. Boxplot of Ten Times Analysis Results

The results of 10 repetitions of training and testing data show that almost all of them
show that the SVR method is better than the LR method. The SVR model provides more
accurate and stable results than the LR model (Figure 3). The use of the RBF Kernel in the
SVR method can accommodate complex nonlinear relationship problems (Mogaddasi Amiri
et al., 2019) by submitting the problem to a higher spatial dimension so that the non-linear
relationship becomes quite linear (Lantz, 2013).

The selection of the model in this study can provide quite complete information in
this study. It's just that when the number of predictors is very large, the scenarios carried out
in this study become more difficult. Therefore the model selection strategy is like the
stepwise parameter selection method, namely StepSVM (Guo & Chou, 2020). This method
is claimed to be able to produce an accurate and consistent model. Another variable selection
method that can be applied is the adaptive Fusion method for mixed kernel functions. This
method is claimed to be able to produce models with good accuracy and easy to generalize
(Wang & Xu, 2017).

The SVR method is capable of producing better model accuracy and stability than
the LR method. This is certainly very necessary to produce information on the age of paddy
in the field. However, implementing the SVR model is not as easy as implementing the LR
model. This is because the SVR model has more parameters compared to the LR method.
LR model parameters are easier to identify and apply as in research (Dirgahayu & Made
Parsa, 2019) which uses sentinel-1 data to model the paddy phase. Therefore, applying the
SVR method to field data to produce information is a challenge for researchers.

5.  CONCLUSION

The SVR method provides better accuracy of paddy age modeling results compared
to the LR method. To achieve good SVR model accuracy, at least two predictors are needed,
such as VV and VH. The SVR model has better stability than the LR. Therefore, based on
the accuracy and stability tests on the paddy age model using sentinel image data, it can be
concluded that the SVR method is superior to the LR method.
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