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Abstract: Classification methods are commonly employed to 

ensure homogeneous data within each group, facilitating the 

prediction of specific categories. The most frequently used 

classification models are Logistic Model Tree (LMT) and 

Random Forest (RF). This study aims to assess the accuracy rate 

in predicting the poverty status of regencies or towns across 

Indonesia, utilizing eight independent variables. The entire 

dataset was obtained from the official Central Bureau of 

Statistics website. The study investigates the accuracy of various 

iterations and combinations of training data. The results indicate 

that RF outperforms LMT in terms of accuracy, achieving a 

100% improvement in iterations k=10 and k=500 and a 75% 

improvement in iteration k=100. Consequently, the RF proves 

to be more effective than the LMT for analyzing Indonesian 

poverty data, especially when incorporating all eight 

independent variables. 

 

1. INTRODUCTION  

Classification procedures may be accomplished using parametric and nonparametric 

approaches (Waluyo et al., 2014). One well-known parametric technique is logistic 

regression analysis. Logistic regression (Hosmer et al., 2013) combines a categorical 

response variable with independent variables that might be interval or categorical. 

Classification and Regression Trees (CART) (Breiman et al., 1984) are a popular 

nonparametric classification approach. CART (Breiman et al., 1984) may have a categorical 

response variable, resulting in classification trees, or a continuous response variable, leading 

to regression trees. The CART classification technique consists of four major parts in the 

analysis (Waluyo et al., 2014): (1) the tree-building process, (2) pausing the tree-building 

process, (3) trimming the tree, and (4) computing the tree's accuracy and interpretation. 

The fundamental advantage of decision trees (Sari, 2021; Sartono & Dharmawan, 

2023; Tan et al., 2019) is their capacity to simplify complex decision-making procedures. 

This advantage presents decision trees as a method that facilitates understanding in 

classification modeling. Several decision tree-based approaches are extensively used in 

machine learning for classification and regression. There are some popular tree-building 

methods or algorithms (Breiman et al., 1984; Chen et al., 2017; Prasetya & Abdulrakhman, 

2022; Priyam et al., 2013; Sartono & Dharmawan, 2023; Tan et al., 2019; Waluyo et al., 

2014), such as (1) CART, (2) Iterative Dichotomiser 3 (ID3), (3) an extension of ID3 (C4.5), 
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(4) Chi-squared Automatic Interaction Detector (CHAID), (5) Multivariate Adaptive 

Regression Splines (MARS), (6) Random Forest (RF), (7) Logistic Model Trees (LMT), 

and (8) Gradient Boosted Trees (GBT). This study focuses on two primary decision tree 

methods, namely LMT and RF. 

LMT and RF use ensemble learning approaches, combining many models to improve 

prediction performance. They can handle overfitting scenarios successfully, analyze vast and 

complicated data, and are unaffected by multicollinearity among independent variables. 

However, these two approaches vary because LMT is based on logistic regression, whereas 

RF is based on decision trees. LMT generates a single tree that uses feature relationships, 

whereas RF constructs separate trees. LMT is less complicated than RF and is thought to be 

more stable. 

Many researchers have studied LMT and RF, namely (1) Chen et al. (2017) in 

forecasting landslide susceptibility claim that RF outperforms LMT and CART. (2) In 

developing Digital Marketing, Gao & Ding (2022) advocate RF as particularly successful. 

(3) Afrianto & Wasesa (2020)  discovered that RF is superior in prediction models for peer-

to-peer accommodation. (4) Mukodimah & Fauzi (2021) claim that Random Forest is the 

best classifier for recognizing Iris species. (5) Mohammadi et al. (2022) established  that 

LMT gives the most optimal performance in nanofluids solutions based on viscosity value. 

(6) Nhu et al. (2020a) in detecting landslides and vulnerability in Cameron Highlands, 

Malaysia, recommending LMT as the best model. (7) Sari (2021) determined that RF 

outperforms other methods when modeling data with significant multicollinearity, a large 

number of observations, and a high percentage of missing data; however, LMT with missing 

data elimination performed better for data with strong multicollinearity. (8) Nhu et al. 

(2020b) found that the LMT technique is the most accurate when used in shallow landslide 

susceptibility mapping. Four of the eight studies concluded that LMT is better, while the 

other four supported RF. As a result, the performance of these approaches is still dependent 

on the particular data applied. As a result, this study aims to evaluate both methods in the 

context of poverty in Indonesia, considering eight independent factors. 

Indonesia has the most islands in the world, with around 17,500 islands. It has a 

highly populated population of roughly 273.52 million people as of January 31, 2023, with 

a land size of 1.91 million square kilometers and a coastline length of 81,000 kilometers 

(Finaka, 2018). This enormous population provides problems, and benefits, and may 

sometimes be a burden. Figure 1 depicts the population distribution in Indonesia by province. 

Poverty is a challenge for a country with a considerable population. The number of 

impoverished people in Indonesia increased (in thousands) from 2017 to 2022 (Figure 2). 

The BPS-Statistics Indonesia published a report on the number of people living in poverty 

in Indonesia in 2022 (Figure 2), which totaled 26.16 million. In 2021, the poverty rate 

decreased from 5.3% to 27.54 million. However, the number of people living in poverty has 

increased steadily from 25.14 million in 2019 to 27.54 million in 2021, representing an 

8.7% rise over the two years (2019-2021). In 2022, the number of impoverished individuals 

reduced by roughly 5.3% compared to 2021. As a result, the estimated poverty rate in 

Indonesia for 2022 is about 9.56%. 
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Figure 1. Geographical Conditions and Population Density in Indonesia 2021 

(BPS, 2022b) 

 

 

Figure 2. The Number of Impoverished People in Indonesia 2017 – 2022 

(https://www.bps.go.id/en) 

This study aims to provide a straightforward answer by comparing two prominent 

models for defining the elements that cause poverty in Indonesia. LMT and RF are two 

common approaches under consideration. Several factors have been investigated and are 

thought to be connected to the number of people living in poverty, including (1) the Gender 

Development Index (GDI), (2) Women's Income Contribution (Percentage), (3) Adjusted 

Per Capita Expenditure (Thousand Rupiah/Person/Year), (4) Male Life Expectancy, (5) 
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Female Life Expectancy, (6) Human Development Index (HDI), (7) Male Expected Years 

of Schooling, (8) Female Expected Years of Schooling. 

 

2. LITERATURE REVIEW 

2.1. Decision Tree 

Decision Trees (DTs), a nonparametric classification tool, are similar to Regression 

intends (Breiman, 2021; Sari, 2021) in that they learn basic decision rules derived from data 

attributes to form a model or prediction. A tree resembles a piecewise function in terms of 

constant approximation. There are several positive aspects of applying decision trees, 

involving the ability to handle both numerical and categorical data, requiring little data 

preparation and often data normalization, requiring dummy variables to be created and blank 

values to be removed. 

2.2. Random Forest (RF) 

The Random Forest classification approach mixes numerous independent decision 

trees (Prasetya & Abdulrakhman, 2022). A voting mechanism determines the categorization 

with the most votes from the individual trees. Random forests are an extension of Breiman's 

ensemble approach (Breiman, 2021) that aims to improve classification accuracy. Breiman 

(Breiman, 2021) presented Random Forest as a practical ensemble learning approach. It may 

be used for classification, Regression, and unsupervised learning (Liaw & Wiener, 2002) 

and has been widely employed with outstanding results in various disciplines (Chen et al., 

2014). 

2.3. Logistic Model Tree (LMT) 

The standard form of binary logistic regression is 

𝑃(𝑌 = 1|𝑥) =
exp(𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑝𝑋𝑝)

1 + exp(𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑝𝑋𝑝)
 (1) 

where Y is the response variable, and X represents the independent variables (Sartono & 

Dharmawan, 2023). The categorization of observation into a given class is decided by 

comparing the value of 𝑃(𝑌 = 1|𝑥) with a threshold value (commonly referred to as the 

threshold value) (Sartono & Dharmawan, 2023). 

The LMT classification model combines decision tree learning techniques and 

Logistic Regression (LR) (W. Chen et al., 2017). In the logistic variation, information gain 

is utilized for splitting, the LogitBoost process is used to generate an LR model at each node 

in the tree, and the tree is trimmed using the CART algorithm (Breiman et al., 1984). To 

avoid training data overfitting, the LMT uses cross-validation to determine the number of 

LogitBoost iterations. The LogitBoost technique use additive LR of least-squares fits for 

each class Mi (Doetsch et al., 2009): 

𝐿𝑀(𝑥) = 𝛽0 + ∑ 𝛽𝑖𝑥𝑖

𝑛

𝑖=1

 (2) 

where 𝛽𝑖 denotes the coefficient of the i-th component of vector 𝒙 and 𝑛 represent the number 

of samples. 

In the LMT model, the linear LR approach is utilized to determine the posterior 

probability of leaf nodes (Doetsch et al., 2009; Tien Bui et al., 2016): 
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𝑃(𝑀|𝑥) =
exp(𝐿𝑀(𝑥))

∑ exp(𝐿𝑀(𝑥))𝐷
𝑀=1

 (3) 

where D is the number of classes. 

2.4. Model Assessment 

Classification is often evaluated using a test data set of a particular size not utilized 

in the classification's training. The classification model may be assessed or evaluated using 

a variety of metrics, including accuracy, error rate, recall/sensitivity/true positive rate, 

specificity/true negative rate, and precision (Prasetya & Abdulrakhman, 2022; Sartono & 

Dharmawan, 2023). 

Table 1. Confusion Matrix 

 Prediction: Yes Prediction: No Total 

Actual: Yes True Yes (TY) False No (FN) Actual Yes (AY) 

Actual: No False Yes (FY) True No (TN) Actual No (AN) 

Total Prediction Yes (PY) Prediction No (PN) Total (T) 

Some of the model assessment measurements (Sartono & Dharmawan, 2023) are: 

1. Accuracy: Part of an instance that is correctly classified 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑌 + 𝑇𝑁

𝑇
  

2. Error rate: part of an instance that is misclassified 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =
𝐹𝑌 + 𝐹𝑁

𝑇
  

3. Sensitivity/Recall: the percentage of positive instances that are correctly classified. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑓𝑖𝑡𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐴𝑌
  

4. Specificity: the percentage of negative instances that are correctly classified. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐴𝑁
  

5. Precision: the proportion of the relevant outcomes 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑌

𝑃𝑌
  

 

3. MATERIAL AND METHOD  

3.1. Material 

All the data used in this study were collected online from BPS's official website, 

www.bps.go.id. The dependent data is the status of the rise in the number of individuals 

living in poverty in each district/city from 2019 to 2022. Several factors that impact the 

number of individuals living in poverty have been investigated, namely: (1) the GDI (as 

𝑋1), (2) Women's Income Contribution (as 𝑋2), (3) Adjusted Per Capita Expenditure (as 𝑋3), 

(4) Male Life Expectancy (as 𝑋4), (5) Female Life Expectancy (as 𝑋5), (6) the HDI (as 𝑋6), 

http://www.bps.go.id/


Media Statistika 16(2) 2023: 112-123  117 

(7) Male Expected Years of Schooling (as 𝑋7), (8) Female Expected Years of Schooling (as 

𝑋8). 

The 𝑋5 is frequently used as an indicator to assess a region's development in the field 

of health (BPS, 2022a, 2022b). The 𝑋6 is an indicator that depicts people's possibilities to 

access products as part of their right to income, health, education, and levels of expenditure 

and consumption to reach a higher quality of life (BPS, 2022a, 2022b). According to the 

𝑋1, women are involved in paid labor and contribute to domains such as economics, politics, 

and decision-making processes (Sekjend Kemenkes RI, 2012). 

One of the primary assumptions of regression analysis is the presence of 

multicollinearity, which ensures that there is no correlation among the independent 

variables. Figure 3 illustrates the bivariate correlation among the independent variables.  

 
Figure 3. The Correlation between Variables 

 

Fortunately, one of lucky the benefits for model trees or random forest is ridge from 

multicollinearity assumptions. 

Figure 4 shows boxplot of all variables affecting poverty status. Several independent 

variables show significant correlations, indicating the existence of multicollinearity. The 

variables with the highest correlation are 𝑋4 and 𝑋5 (𝑟 = 1.00), 𝑋7 and 𝑋8 (𝑟 = 0.90), 𝑋3 and 

𝑋6 (𝑟 = 0.87), 𝑋6 and 𝑋8 (𝑟 = 0.79), 𝑋6 and 𝑋7 (𝑟 = 0.77), 𝑋5 and 𝑋6 (𝑟 = 0.71), 𝑋4 and 𝑋6 (𝑟 

= 0.70). However, the benefit of LMT and RF is their capacity to overlook multicollinearity. 

As a result, the analysis will proceed while ignoring this multicollinearity. 
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Figure 4. A Boxplot of All Variables Affecting Poverty Status 

3.2. Method 

LMT and RF analysis steps are as follows: 

a. Data review. Investigate the data by discovering missing data for each regency or city, 

filtering data to ensure data appropriateness (such as outliers) and inspecting the data 

format in appropriate forms. 

b. Partitioning of data. Divide the data into two parts: training and testing data. Training 

data is used to develop the LMT and RF models, and it is split into 70%, 80%, or 90%. 

The remainder of the data is testing data for model assessment. 

c. Model construction. Use the default settings to build the LMT and RF classification 

models. 

d. Determining evaluation metrics. The first step is to compute the prediction rate based 

on the assessment model value. The accuracy values for the LMT and RF models are 

determined in the second phase. 

e. Selecting the best model. Determine the optimum model based on the average accuracy 

values acquired from different iterations and changes in training data volume. 

f. Interpreting the outcomes. Comparing the accuracy model of each portion of the 

combinations between each iteration and various quantities of training data. 
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4. RESULTS AND DISCUSSION 

4.1. Results 

4.1.1.Sample Result 

Figure 5 compares LMT and RF on programs run result just once. Figure 5 

highlights that the LMT findings were able to estimate the feasibility of predicting 37 

respondents who were consistent in their answers "NO" and 36 for "YES". The RF model, 

on the other hand, is compatible with 38 "NO" and 49 "YES". These findings imply the RF 

model predicts categorization more consistently than the LMT model. In keeping with this, 

the LMT accuracy number of 0.5659 is mathematically less than the RF accuracy value of 

0.6744. As a result of these outcomes, RF surpasses LMT in predicting poverty status in 

Indonesia. Is this true after 10, 50, 100, or 500 repetitions? The true answer can be found in 

the following results. 

 

Figure 5. The Analysis Results of The LMT and RF Models for A Single Run 

4.1.2.Assessment with Controlling Training Data 

This first investigation illustrates the importance of iteration and the determination 

of the data training presentation in evaluating the model. Errors in establishing these two 

points can lead to erroneous findings. 

This article includes a preliminary example of using "set.seed(123)" in the R syntax 

used in this initial study. This syntax, "set.seed," restricts the randomization range. The 

program uses three separate data training presentations, namely 70%, 80%, and 90%, with 

an extra expression of 82% included as a unique instance. 

 

Table 1. The Accuracy Results of the LMT and RF Models in The "set.seed(123)" Space 

Training data (Percentages) 70% 80% 90% 82% 
LMT Accuracy value 0.6580645 0.6407767 0.6923077 0.655914 

RF Accuracy value 0.6516129 0.6699029 0.6538462 0.655914 

Conclusion LMT RF LMT LMT = RF 
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Table 1 compares the accuracy values obtained using LMT and RF and finishes with 

some observations, such as (1) When 80% of the training data is chosen, RF (accuracy = 

0.6699029) surpasses LMT (accuracy = 0.6407767), (2) When 90% of the training data is 

chosen, on the contrary, LMT (accuracy = 0.6923077) outperforms RF (accuracy = 

0.6538462), (3) Similarly to the previous resume, when 70% of the training data is chosen, 

LMT (accuracy = 0.6580645) outperforms RF (accuracy = 0.6516129), dan (4) Both LMT 

and RF attain the same accuracy of 0.655914 while training the data with an 82% 

percentage. 

In summary, it can be inferred that there are no definitive conclusions regarding the 

differences between LMT and RF models, as their performance heavily relies on the amount 

of training data provided. To mitigate this dependency, it is advisable to employ improved 

iteration and randomization strategies when selecting the best model. 

4.1.3.Result 

Table 2 shows how the average value of the accuracy of the LMT and RF models 

varies with the number of iterations and amount of training data. 

 

Table 2. The Average Accuracy Value At Various Iterations  

And The Quantity Of Training 

Iteration 10 50 100 500 

Prob. data LMT RF LMT RF LMT RF LMT RF 

0.7 0.6226 0.6265 0.5983 0.6244 0.6159 0.6261 0.6137 0.6223 

0.8 0.6263 0.6379 0.6237 0.6204 0.6327 0.6262 0.6245 0.6303 

0.9 0.6250 0.6365 0.6392 0.6362 0.6277 0.6281 0.6296 0.6312 

The average accuracy values for LMT on 70% training data are 0.6226 in the first 

type of iterations (k=10), whereas RF obtains an accuracy of 0.6265. This result means that 

the average accuracy of RF is 0.0039 (=0.6265-0.6226), more than that of LMT. In the 80% 

training data, the average accuracy of LMT is 0.6263, whereas RF achieves an accuracy of 

0.6379, resulting in a 0.0116 difference. As a result, RF is roughly 1.16% more accurate 

than LMT. A similar pattern can be seen with 90% of training data, where RF beats LMT 

with about 1.15% accuracy. As a result, throughout ten iterations, the RF model outperforms 

the control model by around 1%. 

The comparison of LMT and RF provides various outcomes for total iterations at 𝑘 

=50 and 𝑘 =100. In the case of 50 iterations, the LMT model outperforms the RF model in 

80% and 90% of the training data, respectively, but RF outperforms LMT only in 70% of 

the cases. For 100 iterations, however, RF outperforms LMT on 70% and 90% of training 

data, respectively, whereas the LMT model is only better on 80%. 

The findings are consistent at k=500 iterations, as they were at 𝑘 =10. The average 

accuracy numbers for RF are consistently more significant than those for LMT. Throughout 

500 iterations, RF surpasses LMT in all three permutations of training data percentages. 

4.2. Discussion 

The findings of this study align with previous studies conducted by multiple experts 

(at least four experts) who investigated the performance of LMT or RF models. Four expert-

led studies (Afrianto & Wasesa, 2020; Chen et al., 2017; Gao & Ding, 2022; Mukodimah 

& Fauzi, 2021) found that RF outperforms LMT in predicting case categorization. However, 

there have been instances where LMT has been found to perform better (Mohammadi et al., 
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2022; Nhu et al., 2020a; Nhu et al., 2020b; Sari, 2021). These inconsistencies suggest that 

the superiority of LMT or RF models depends on specific circumstances or cases. 

The findings of this study add considerably to the current amount of knowledge 

regarding the influence of specific data applications on the performance of LMT or RF 

models. Four experts found RF superior in the circumstances above, applying it to particular 

conditions such as landslide susceptibility (Chen et al., 2017), digital marketing (Gao & 

Ding, 2022), peer-to-peer accommodation (Afrianto & Wasesa, 2020), and Iris species 

(Mukodimah & Fauzi, 2021). In the current study, RF performance outperforms LMT in the 

context of Indonesian poverty. 

The variables contributing to discrepancies in model evaluation findings are a 

fascinating field for future research. This study suggests three primary potential causes: the 

type of cases, the number of iterations, and the probability of training data. 

 

5. CONCLUSION 

 The RF model is the best developed for the poverty situation, based on the average 

accuracy values for 10 and 500 iterations. However, for 50 iterations, LMT outperforms RF, 

whereas RF outperforms LMT for 100 iterations. As a result, RF outperforms LMT in three 

iteration circumstances (𝑘=10, 100, and 500), but LMT surpasses it just in iteration 𝑘 =50. 

As a result, in this scenario, RF outperforms LMT. When considering eight independent 

variables, such as (1) the GDI (as 𝑋1), (2) Women's Income Contribution (as 𝑋2), (3) 

Adjusted Per Capita Expenditure (as 𝑋3), (4) Male Life Expectancy (as 𝑋4), (5) Female Life 

Expectancy (as 𝑋5), (6) the HDI (as 𝑋6), (7) Male Expected Years of Schooling (as 𝑋7), (8) 

Female Expected Years of Schooling (as 𝑋8) in the instance of poverty in Indonesia, the 

recommended model to use is Random Forest instead of  Logistic Model Tree. 

Future research should focus on the elements that influence the performance of LMT 

and RF models. This research will serve as the foundation for developing models for real 

applications. 
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