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Abstract: This study examines the existence of breast cancer 

from the perspective of statistics as one alternative solution. 

From a statistical point of view, breast cancer management can 

be done with early detection and appropriate and fast treatment 

measures through diagnosis classification. In conducting early 

detection, an accurate diagnosis model is needed and can be 

developed by developing and testing statistical methods, one of 

which is the classification method. The classification methods 

used in this study are Support Vector Machine (SVM) and 

LightGBM. Both methods have a high level of classification 

accuracy because the algorithm used is robust and sensitive in 

determining each object in the classification member. Therefore, 

these two methods classify breast cancer into malignant and 

benign categories. The results of this study show that the best 

method to classify breast cancer is the SVM method, with an 

accuracy rate of 97.9%. 

 

1. INTRODUCTION  

Breast cancer detection has developed very rapidly in the last ten years. The diagnosis 

of breast cancer was initially only a physical examination. Now, it has developed into genetic 

and clinical examinations such as histopathology and molecular genetics by cellular 

microbiology laboratory experts (Pederson & Noss, 2020; Rutgers et al., 2019; Saxena & 

Gyanchandani, 2020; van der Giessen et al., 2021). These developments have revealed some 

facts about the causes, ways of diagnosis, and the provision of more effective drugs. 

However, in reality, breast cancer is still a disease that is increasing in incidence, is still 

widely prevalent, ranks first of all cancers, and is the leading cause of death for cancer both 

in Indonesia and in the world, especially for women (Harbeck et al., 2019; KEMENKES RI, 

2018; Siegel et al., 2022; WHO, 2021). The problem is closely related to late and 

inappropriate diagnosis due to the absence of an accurate, standardized diagnosis 

classification in determining the severity of breast cancer. The absence of certain determinant 

factors that can provide an accurate picture of the potential risk of breast cancer has 

implications for the inaccuracy of early detection results and appropriate and rapid treatment 

measures. 

This research examines the existence of breast cancer, which is prevalent, tends to 

increase, is quite severe, and has a high potential to cause death with a satistical point of 

view so that an alternative solution to the problem is obtained by developing statistical 
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methods in the form of classification models. Classification methods have been widely used 

in various fields to provide effective solutions (Bustamam et al, 2019; Khandezamin et al, 

2020; Kurniawan et al, 2018; Setiawan et al, 2015; Shi et al, 2009; Wood et al, 2019). 

Currently, classification modeling has developed a lot, which has implications for increasing 

model accuracy (Aditya et al, 2015; Hanmastiana et al, 2022; Marianto et al, 2020; Nugraha 

et al, 2020; Umma et al, 2021; Wardani et al, 2020). The development of methods in this 

classification model can provide an accurate picture of breast cancer classification based on 

its severity. 

This research focuses on detecting breast cancer by classifying it into malignant and 

benign. This research compares two methods, namely Support Vector Machine (SVM) and 

Light Gradient Boosting Machine (LightGBM), in classifying breast cancer into malignant 

and benign categories. Both methods have a high level of classification accuracy because the 

algorithms used are powerful and sensitive in determining each object in the classification 

members. The SVM method uses a hyperplane as a line or plane that separates two data 

classes with a maximum margin. In contrast, LGBM uses a combined decision tree to predict 

the target class. The contribution of this research compared to other research is that through 

the development of classification methods, a model is obtained that can be used as a 

reference in the selection of treatment so that there is an increase in healing, long life 

expectancy, a decrease in cancer incidence, complications, and mortality. 

Previous research has been conducted by Setiawan (2023) using the nearest neighbor 

method and feature selection in detecting breast cancer. This study successfully diagnosed 

cancer based on five existing features with an accuracy of 85%. Another study was also 

conducted by Widodo et al. (2021) in predicting breast cancer using the KNN, bagging, and 

Random Forest methods. The best method obtained in this study is KNN, with an accuracy 

of 74.37%. 

 

2. LITERATURE REVIEW 

2.1. Breast Cancer 

Breast cancer diagnosis was initially only a physical examination by a doctor. 

However, now it has developed into genetic and clinical examinations such as 

histopathology and molecular genetics (tumor gene expression signature) by cellular  

microbiology laboratory experts (Pederson & Noss, 2020; Saxena & Gyanchandani, 2020).  

The development of breast cancer examination has revealed some secrets about the causes, 

ways of diagnosis, and more effective drug administration. However, the reality shows that 

breast cancer is still a disease that is increasing in incidence, is still widespread in prevalence, 

ranks first of all cancers, and is the leading cause of death for cancer both in Indonesia and 

on the world map, especially for women (KEMENKES RI, 2018; WHO, 2021). 

2.2. Classification Analysis  

Classification analysis is a method in statistics that classifies variables or objects. 

The basis of the classification results is the similarity of characteristics possessed by each 

variable or object with specific indicators. Currently, the modeling process in classification 

analysis has developed a lot, starting from methods not only based on regression, 

discriminant or multidimensional but also based on artificial neural networks and algorithms 

used such as Naïve Bayes, K-Nearest Neighbors, K-Fold Cross Validation, decision trees 

which have implications for increasing model accuracy (Aditya et al., 2015; Hanmastiana et 

al., 2022; Marianto et al., 2020; Nugraha et al., 2020; Umma et al., 2021; Wardani et al., 

2020) 
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Classification, in some cases, is used as a decision-making procedure for a case. 

Therefore, it is necessary to assess the goodness of the classification results to see the 

accuracy, sensitivity, and specificity values. However, the accuracy value is not an 

appropriate value that can be used to measure the goodness of the classification results if the 

observation data occurs in imbalanced class problems. The data imbalance problem will give 

a misleading accuracy value so that the value cannot be used to assess the goodness of the 

classification results. Therefore, further tests are carried out with the development of survival 

analysis in handling this matter. 

2.3. Support Vector Machine (SVM) 

The basic concept of Support Vector Machine (SVM) combines decades of 

computational theories, such as hyperplane margins. The classification concept with SVM 

can be explained simply as finding the best hyperplane. The hyperplane is the best separator 

between the two data classes, which can be determined by measuring the maximum point of 

the hyperplane margin. The margin is the distance between the hyperplane and the closest 

data in each class. The data closest to the best hyperplane is called the support vector 

(Ispriyanti & Hoyyi, 2016; Prasetyo, 2012). 

2.4.  Nonlinear Classification  

In the real-world problem, the data obtained is rarely linear. Many are non-linear 

(Nugroho et al., 2003). In SVM, there is a kernel function, which is used to solve non-linear 

problems. The kernel function allows the implementation of a model in a higher dimensional 

space (feature space). 

 

Figure 1. Kernel Functions implementations 

Source: (Nugroho et al., 2003) 

The kernel function used for mapping is denoted by the symbol (Φ). Suppose for n 

data samples as Equation (1): 

((Φ(𝒙1). 𝑦1); (Φ(𝒙2). 𝑦2); … ; (Φ(𝒙𝑛). 𝑦𝑛)) (1) 

After mapping with the kernel, the following training process is the same as the linear SVM 

classification. This mapping process requires the dot product of two pieces of data in the 

new feature space. The dot product of two vector (𝒙𝑖) and (𝒛) is denoted as Φ(𝒙𝑖). Φ(𝒛). 

Without knowing the transformation Φ, the dot product value can be calculated using the 

components of the two vectors in the original dimension, such as Equation (2): 

𝐾(𝒙𝑖, 𝒛) =   Φ(𝒙𝑖). Φ(𝒛) (2) 

where the value of 𝐾(𝒙𝑖, 𝒛) is a kernel function that shows a non-linear mapping on the 

feature space and Φ(𝒙𝑖). Φ(𝒛) is the dot product of two vectors (𝒙𝑖) and (𝒛). The prediction 
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of a data set with new feature dimensions is formulated by (Prasetyo, 2012). The hyperplane 

function for non-linear classification using the kernel function is as in Equation (3): 

𝑓(Φ(𝒛) = sign (𝒘. Φ(𝒛) + 𝑏)  

= sign(∑ 𝛼𝑖
𝑝
𝑖=1 𝑦𝑖Φ(𝒙𝑖). Φ(𝒛)) + 𝑏   

𝑓(𝒛) = sign (∑ 𝛼𝑖
𝑝
𝑖=1 𝑦𝑖𝐾(𝒙𝑖, 𝒛) + 𝑏)  (3) 

where  

𝒘 =  ∑ 𝛼𝑖
𝑝
𝑖=1 𝑦𝑖Φ(𝒙𝑖) 𝑏 =  −

1

2
 (𝒘𝒙−1 + 𝒘𝒙+1) 

with 𝑝 is number of support vector data; 𝒙𝒊 is support vector; 𝒛 is data to predict.  

Table 1 provide popular and frequently used kernel functions.  

Table 1. Kernel Functions Commonly Used 

Kernel Function Function Formula 

Linear 𝐾 (𝒙𝑖, 𝒛) = (𝒙𝑖
𝑇 . 𝒛) 

Polynomial 𝐾 (𝒙𝑖, 𝒛) = (𝒙𝑖
𝑇 . 𝒛 + 1)d 

Radial Basis Function (RBF) 𝐾 (𝒙𝑖, 𝒛) = exp (−𝛾||𝒙𝑖 − 𝒛||
2

) 

2.5.  Light Gradien Boosting Machine (LightGBM) 

LightGBM algorithm designed by Microsoft Research Asia uses the Gradient 

Boosting Decision Tree (GBDT) framework. (Ke et al., 2017). The goal is to improve 

computational efficiency so that problems with big data can be solved efficiently (Liang et 

al., 2020). LightGBM has several advantages compared to other GBDT methods: faster 

training speed, higher efficiency, lower memory usage, better accuracy rate, ability to handle 

data on a large scale, and support for parallel learning and GPU (Rufo et al., 2021) 

The raw data set with  𝑁 = {1, 2, … , 𝑛} examples and the LightGBM model having 

𝑇 = {1, 2, … , 𝑡} trees are assumed to be generated. After 𝑡 iterations, the final prediction 

equals the sum of the first (1 − 𝑡)-th and 𝑡-th. The iteration process is described in Equation 

(4). 

�̂�𝑖
(𝑡)

= �̂�𝑖
(𝑡−1)

+ 𝑓𝑖(𝒙𝑖)                (4) 

�̂�𝑖
(𝑡)

 is the prediction value of the 𝑖-th example at the 𝑡-th iteration.  

�̂�𝑖
(𝑡−1)

 denotes the previously generated tree model and 𝑓𝑖(𝒙𝑖) denotes the newly built 

model. 

According to equation (4), each new prediction is generated by the residual and the 

previous prediction. The complete training process is described in equation (5), and the 

regulation term can be calculated by equation (6), which is used to reduce the complexity of 

the model and can be used to improve the usability of other datasets. 

{

�̂�𝑖
(0)

= 0                                                           

�̂�𝑖
(1)

= 𝑓1(𝒙𝑖) = �̂�𝑖
(0)

+ 𝑓1(𝒙𝑖)                  

�̂�𝑖
(2)

= 𝑓1(𝒙𝑖) + 𝑓2(𝒙𝑖) = �̂�𝑖
(1)

+ 𝑓2(𝒙𝑖)

 (5) 

∑ 𝐿(𝑡) = ∑ 𝑙 (𝑦𝑖, �̂�𝑖
(𝑡−1)

+ 𝑓𝑡(𝒙𝑖) + Ω(𝑓𝑖))𝑛
𝑖=1

𝑇
𝑡=1    

Ω(𝑓𝑖) = 𝛾𝑇 +
1

2
𝜆‖𝜔‖2 (6) 



Media Statistika 16(2) 2023: 182-193 186 

𝑦𝑖 is the actual value, 𝑦𝑖
(𝑡)

 is the predcited value. ∑ 𝑙  represent the losses between each group 

𝑦𝑖 and 𝑦𝑖
(𝑡)

. Ω(𝑓𝑖) is the regulation term. 𝑇 represents the number of leaves, 𝜔 is the leaf 

weight, 𝜆 and 𝛾 are coefficients, with default values set for 𝛾 = 0 and 𝜆 = 1. 

LightGBM has a characteristic that distinguishes it from other tree-boosting 

algorithms is that it splits the tree lengthwise (leaf-wise tree growth) with the best fit, while 

other tree-boosting algorithms split the tree depth-wise or level-wise (level-wise tree 

growth). Therefore, when growing on the same leaves in LightGBM, the leaf-wise algorithm 

can reduce more losses than the level-wise algorithm and produce much better accuracy that 

is not met by other boosting algorithms (Rufo et al, 2021). However, the leaf-wise algorithm 

is more prone to overfitting. 

2.6.  Measures of Model Goodness  

Classification accuracy is a measure of classification accuracy that shows the overall 

performance of the classification technique (Nugroho et al., 2003). The higher the 

classification accuracy, the better the performance of the classification technique. It is 

common to measure classification performance using a confusion matrix. The confusion 

matrix contains information that compares the classification results performed by the system 

with the classification results that should be.  

Table 2. Confusion Matrix 

 Predicted Positive Class Predicted Negative Class 

Actual Positive Class TP (True Positive) FN (False Negative) 

Actual Negative Class FP (False Positive) TN (True Negative) 

True Positive (TP) is the total positive data records that are classified into positive values; 

False Positive (FP) is the total negative data records that are classified into positive values; 

False Negative (FN) is the total positive data records that are classified into negative values; 

True Negative (TN) is the total negative data records classified into negative values. 

There are various measures in evaluating model performance based on the confusion 

matrix, including accuracy, precision, and F1 score. Accuracy in the confusion matrix is the 

percentage of correctness of the prediction results on the testing data. Precision is a measure 

of the proportion of TP predictions. Accuracy, specificity, precision, and F1 score can be 

obtained as Equations (7). 

Accuracy =
TP + TN 

TP + FP + TN + FN 
 

(7) 

Precision =
TP 

FP + TP 
 

F1 Score =
2 × Precision × Recall 

Precision + Recall
 

Recall =
TP 

TP + FN 
 

Datasets with unbalanced classes and the same error cost can use a performance 

measure of error rate: error rate = 1- accuracy. However, the error rate could be a better 

performance measure in classifying unbalanced class data. In such cases, the performance 

measure of classification results is usually measured by recall as in equation (7) (Sokolova 

& Lapalme, 2009)  
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3. MATERIAL AND METHOD  

3.1. Data Source 

The data used in this research is secondary data taken from the UCI Machine 

Learning website that obtained in 1995 (Wolberg et al., 1995). This data contains 

information on cell nuclei characteristics in breast mass images. This data has 569 total 

observations with 30 columns as features (𝑋) and 1 column as targets (𝑌) consisting of 2 

classes, namely benign (negative cancer) and malignant (positive cancer).   

3.2.  Research Variables 

The research variables used in this study consist of independent (𝑋) and dependent 
(𝑌) variables. The 𝑌 variable of this study is the cancer category, which consists of 2 types: 

negative cancer (benign) and positive cancer (malignant). There are 10 independent variables 

obtained from features calculated based on cell images of breast masses, including radius, 

texture, perimeter, area, smoothness, compactness, concavity, concave points, symmetry, 

and fractal dimension. These ten features were calculated based on the mean, maximum, and 

standard error values, resulting in 30 features. These features are commonly used in medical 

imaging analysis and have been found to be effective in distinguishing between benign and 

malignant tumors (Martellini et al., 2003; Hu et al., 2015). 

3.3.   Analysis Steps  

The analysis steps of modeling using SVM and LightGBM are as follows: (1) 

Features in the dataset that have high collinearity with other features will be removed. 

Collinearity testing in this study uses the Pearson Correlation method with a high collinearity 

limit of 0.9; (2) The dataset is then divided into two parts: training data and testing data. The 

proportion used is 75% for training data and 25% for testing data; (3) Perform 

standardization to change the data to have an average value of 0 and a standard deviation of 

1; (4) Search for the best parameters for each model using the Random Search method, which 

is evaluated using cross-validation; (5) Training each model using the appropriate 

parameters on a subset of the training data; (6) Evaluating model performance using a subset 

of testing data; (7) Interpret the performance results of each model and determine the best 

model. 

 

4. RESULTS AND DISCUSSION 

4.1.  Parameter Search  

The search for the best parameters used in this study uses the Random Search method 

with 100 iterations in both methods. The best parameters are determined based on the highest 

accuracy evaluation results on the cross-validation subset taken with the Repeated Stratified 

Cross Validation method with the number of folds of 3 and 5 iterations.  

4.1.1. SVM Parameter Search 

The SVM parameters searched in this study are the C parameter and the kernel used. 

Tuning the C parameter is essential as it controls SVM's regularization strength. A smaller 

C value allows for a more flexible decision boundary, potentially capturing intricate patterns 

in the data. On the other hand, a larger C value imposes a stricter margin, focusing on well-

defined patterns.  

The search space for the C parameter has a minimum value of 0.001 and a maximum 

value of 100 The range of 0.001 to 100 is choosen for the model to adapt with varying 
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degrees of complexity in the dataset. at the same time, the kernel parameter consists of RBF 

(Radial basis Function), Polynomial, and Linear.  

Table 3. SVM parameter search result 

Step  Accuracy  C  Kernel  

53  0.9417  33.0835  Polynomial 

82  0.9300  0.1570  Linear  

80  0.9639  3.1065  RBF 

Table 3 shows that the SVM model with RBF (Radial Based Function) kernel and C 

value of 3.1065 has the best performance with an accuracy of 0.9639. The SVM model can 

achieve this accuracy after the 80th search using the Random Search method.  

4.1.2. LightGBM Parameter Search  

The LightGBM parameters searched in this research are the number of estimators, 

maximum binning, learning rate, and number of leaves. The search space for the number of 

estimators has a value of 500 to 2000, maximum binning has a value of 256 to 1024, the 

learning rate has a value of 0.00001 to 0.02, and the number of leaves has a value of 2 to 

256.  

Table 4. LightGBM Parameter Search Result 

Step  Accuracy  learning rate  max bin  n estimator  n leaves  

0  0.9324  0.0016  987  1000  154  

8  0.9498  0.0079  985  600  208  

12  0.9507  0.0081  398  1300  199  

38  0.9521  0.0091  632  700  63  

91  0.9531  0.0076  552  2000  232  

Based on Table 4, LightGBM utilized the 'n_estimator' parameter, which refers to 

the number of assembled trees, with a total of 2000 trees, and each tree had a maximum of 

232 leaves. The model yielded the best results with a maximum number of 552 bins and a 

learning rate of 0.0076, achieving an accuracy of 0.9531. The LightGBM model attain this 

accuracy after the 91st search using the Random Search method. 

4.2.   Perfomance Result  

SVM and LightGBM models with tuned parameters are then evaluated using a subset 

of test data. This test measures how the two models perform on datasets that the model has 

never seen. Performance measurements can be seen through the confusion matrix results and 

other metric evaluations such as accuracy, F1 score, precision, and recall.  

Based on Figure 3, for malignant as the positive class, it can be determined that SVM 

has fewer false negatives than LightGBM. The SVM model has three false negatives, and 

LightGBM has six. Whereas in false positives, both models have no predictions that show 

false positives.  

Based on the metric evaluation results in Table 5, the SVM model has better 

performance than the LightGBM model in the benign class as a positive class with metric 

values of Accuracy, F1-Score, and Recall of 0.9790, 0.9836, and 0.9677. As for the 

Malignant class as a positive class, SVM excels in Accuracy, F1-score, and Recall metrics 

with values of 0.9790, 0.9709, and 0.9434.  
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Figure 3. Confusion Matrix Model SVM and LightGBM 

Table 5. Classification Report 

Class  Metrics  SVM  LightGBM  

Benign  

Accuracy  0.9790  0.9580  

F1 Score  0.9836  0.9677  

Precision  0.9677  0.9375  

Recall  1.0000  1.0000  

Malignant  

Accuracy  0.9790  0.9580  

F1 Score  0.9709  0.9400  

Precision  1.0000  1.0000  

Recall  0.9434  0.8868  

Based on the evaluation results above, the SVM model on malignant as a positive 

class has a smaller false negative error than the LightGBM model. This is indicated by the 

SVM recall value of 0.9434, higher than LightGBM, with a value of 0.8868. However, the 

SVM model does not differ much from the LightGBM model in the benign class as a positive 

class. This can be seen through the metric value in the benign class, which has a pretty close 

difference value. Based on the analysis, the SVM model performs better than the LightGBM 

model. This is indicated by the higher value of the Accuracy, F1-Score, Precision, and Recall 

metrics tested on each model.  

According to the evaluation metrics in Table 5, the SVM model outperforms the 

LightGBM model in the benign class as a positive class, with accuracy, F1-Score, and recall 

values of 0.9790, 0.9836, and 0.9677, respectively. As for the malignant class, SVM 

demonstrates better accuracy, F1-score, and recall metrics with values of 0.9790, 0.9709, 

and 0.9434.  The above results indicate that the SVM model has a lower false negative error 

than the LightGBM model for the malignant class as a positive class. This is evident from 

the SVM recall value of 0.9434, higher than LightGBM's value of 0.8868. However, the 

difference between the SVM and LightGBM models is not significant in the benign class as 

a positive class, as the metric values are pretty similar. Based on the analysis, the SVM model 

performs better than the LightGBM model. This is indicated by the higher accuracy, F1-

Score, precision, and recall metrics obtained from testing each model. 

The LightGBM and SVM models have better performance when compared to the 

previous research model, namely KNN, with an accuracy score of 85% and 74.37%. 

Modelling using Lightgbm and SVM has a good performance, with a lightGBM score of 
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95.80% and an SVM of 97.90%. This score can be achieved due to the addition of the 

Random Search method to find the best parameters in each model. LightGBM and SVM 

have their respective advantages; in this study, LightGBM has a faster training time than 

SVM. On the other hand, LightGBM has quite a lot of parameters to tune when compared to 

SVM. If the dataset later becomes larger, researchers recommend using LightGBM because 

it has a shorter training time. 

 

5. CONCLUSION 

Analysis and discussion of the comparison of SVM and LightGBM models on breast 

cancer classification using datasets from UCI Machine Learning shows that the SVM model 

has an accuracy value of 97.9%, F1-Score of 0.9836 for Benign as a negative class and 

0.9709 for Malignant as a positive class. In comparison, the LightGBM model has an 

accuracy value of 97.9%, F1-Score of 0.9677 for Benign as a positive class and 0.9400 for 

Malignant as a positive class. Based on these results, the SVM model is more appropriate to 

be used as a model for breast cancer classification because it has better performance than the 

LightGBM model.  

The potential of SVM to improve medical practice by providing reliable and precise 

decision support systems to medical practitioners is demonstrated by its application in the 

breast cancer classification. By the utilization of SVM, medical professionals can improve 

the patient care and management by enhancing their ability to classify and describe breast 

cancer. Moreover, applying SVM to the classification of breast cancer fits in with the 

overarching objective of utilizing technology and data-driven methods to tackle healthcare 

issues, espescially in the areas of cancer diagnosis and detection. 
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