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Abstract: Economic growth is crucial for planning, yet delayed 

data releases challenge timely decision-making. Nowcasting 

offers near-real-time insights using high-frequency indicators 

(released monthly, weekly, or even daily) to predict low-

frequency variables (quarterly or yearly). This study uses high-

frequency indicators (monthly), such as stock price changes, air 

quality, transportation data, financial conditions, and Google 

Trends, to nowcast quarterly GDP through the Dynamic Factor 

Model (DFM). The data used span from January 2010 until 

March 2023, which is split into two: January 2010 until March 

2022 for training data and the rest as testing data. Compared to 

the benchmark Autoregressive Moving Average with 

Exogenous Variables (ARMAX) model, DFM demonstrates 

superior accuracy with lower symmetric Mean Absolute 

Percentage Error (sMAPE). In addition, to evaluate the model 

performance in nowcasting the GDP across the sector using 

DFM, the additional metrics, i.e., Root Mean Square Error 

(RMSE), Mean Absolute Deviation (MAD), and Adjusted R-

squared, concluded that in the industrial and transportation 

sectors results in sufficient nowcasting of GDP, Meanwhile, In 

the financial sector, the results of the nowcasting GDP give poor 

estimation results that need improvement. 

 

1. INTRODUCTION  

Economic growth, derived from changes in Gross Domestic Product (GDP), relies 

on numerous indicators, often causing delays in its release by over a month after the 

observation period. This delay is problematic, as timely indicators can provide accurate 

insights into economic conditions (Dauphin, 2022), while delays may hinder a country’s 

ability to address economic crises effectively (Eurostat, 2016). Nowcasting offers a timely 

solution by estimating economic conditions using indicators that were available earlier. 

High-frequency data, such as monthly economic indicators, can bridge the gap by providing 

real-time insights compared to quarterly releases. Such data allows closer tracking of 

economic movements, enabling swift identification of directional changes in economic 

trends (Schorfeide, 2014; Hoven, 2013). 

Nowcasting using high-frequency predictors to estimate low-frequency response 

variables presents a challenge in model development. The chosen model must effectively 
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address the disparity in frequencies between predictors and responses. A suitable approach 

is the Dynamic Factor Model (DFM), which utilizes dynamic factors derived from time 

series data. These factors capture temporal dependencies and are governed by a multivariate 

time series framework, making DFM well-suited for handling diverse variables. 

The DFM has been widely utilized for nowcasting economic conditions. Dauphin 

(2022) compared DFM with various Machine Learning (ML) techniques such as Support 

Vector Machines (SVMs), Random Forests (RF), and Neural Networks (NN), including 

regularized regression models, for nowcasting European economic conditions. The study 

found that DFM performs better under normal data trends, while ML methods are superior 

at detecting trend turning points. Fornaro (2013) applied DFM to estimate economic activity 

indicators in Finland, demonstrating its advantage over autoregressive and moving average 

models. Similarly, Chernis (2017) used DFM to nowcast regional economic growth in 

Canadian provinces. Additionally, Rahayu et al. (2023) employed time series regression and 

Support Vector Regression (SVR) for nowcasting daily Consumer Price Index (CPI) data. 

This study will also examine nowcasting economic growth without utilizing high-

frequency data. As a benchmark for DFM, the Autoregressive Moving Average with 

Exogenous Variables (ARMAX) method is employed due to its simplicity and ability to 

incorporate exogenous variables without converting high-frequency data to low-frequency 

formats. ARMAX and its variant, ARIMAX, have been widely used for forecasting GDP 

and economic growth. For instance, Ugoh et al. (2021) utilized ARIMAX (0,0,1) to estimate 

Nigeria's GDP using four predictor variables. At the regional level, Suhartono et al. (2015) 

applied ARIMAX with an Eid calendar effect to model pants sales in Boyolali, Central Java. 

The ARMAX model continues to be developed for predicting regional economic indicators 

in Indonesia, such as Bank Indonesia's (BI) incoming and outgoing transaction flows, as seen 

in studies by Suhartono et al. (2018a, 2018b) using the ARIMAX Quantile Regression 

(ARIMAX-QR) model. Prastyo et al. (2018) compared ARIMAX with Quantile Regression 

Neural Network (QRNN), while Maghfiroh (2021) applied the ARIMAX Hybrid Basis 

Function Network (ARIMAX-HBFN) to estimate transaction flows in Central Java 

Province. 

GDP prediction has also been widely applied in Indonesia. For instance, Septiani 

(2019) analyzed Indonesia's economic growth alongside exchange rates and BI interest rates, 

using inflation as a predictor variable. In East Java, Imadudin and Prastyo (2022) estimated 

electricity consumption and Regional GDP with population growth as a key predictor. To 

further explore the application of the DFM and ARMAX methods, this study focuses on 

nowcasting economic growth at the sectoral level. Specifically, it examines Indonesia's 

Manufacturing Industry (C sector), Transportation (H sector), and Finance (K sector), with 

sector classifications based on the 2020 KBLI (Indonesian Business Field Standard 

Classification). These sectors were chosen due to their significant contribution to Indonesia's 

economy (BPS, 2020) and the availability of near real-time economic indicators. 

 

2. LITERATURE REVIEW 

2.1. Dynamic Factor Model Two-Stage Estimation (DFM-TS) 

The DFM, introduced by Geweke (1977) and Sargent & Sims (1977), was initially 

designed to estimate models using frequency-domain methods. Giannone (2008) expanded 

this approach for formal forecasting, particularly when handling extensive datasets with 

backward-released series at varying lags. This methodology is now widely applied for GDP 

nowcasting through factor models. The process involves two primary steps: first, estimating 
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model parameters based on principal components extracted from balanced-frequency panel 

data; second, deriving common factors by applying the Kalman smoother to the full dataset. 

The DFM utilizes stationary monthly indicators as common factors, which can be adjusted 

to align with quarterly observations, enabling effective transformations of monthly 

indicators into common factors (Giannone et al., 2008). The DFM model is formulated in 

Equation (1). 

𝑥𝑖,𝑡 =  𝜇 + 𝜆𝑖1𝐹1,𝑡 +  𝜆𝑖2𝐹2,𝑡 + ⋯ + 𝜆𝑖𝑗𝐹𝑗,𝑡+. . . +𝜆𝑖𝑟𝐹𝑟,𝑡 + 𝜀𝑖,𝑡 , (1) 

where the 𝜇 is an intercept, 𝑥𝑖,𝑡 is predictor variable vector at time t, 𝜆𝑖𝑗 is factor loading, 

and j = 1, 2, 3, …, r (number of common factors determined). The 𝐹𝑗,𝑡 is a common factor 

vector. The 𝜺𝑖,𝑡 is an idiosyncratic component. The common factor component 𝜆𝑖𝑗𝐹𝑗,𝑡 and 

the idiosyncratic component 𝜺𝑖,𝑡 are two stationary unobserved processes. The common 

component process is assumed to be a linear function of several common factors with r < n. 

Common factors are considered to be able to capture almost all movements in the constituent 

variables. The common factor follows a Vector Autoregression process of order p or VAR(p) 

formulated in Equation (2). 

𝑭𝒕 =  ∑ 𝚲𝒊 𝑭𝒕−𝒊
𝒑
𝒊=𝟏  +  𝒂𝒕 ,  (2) 

with 𝚲𝑖 is coefficient matrix of the VAR(p) process, and vector 𝒂𝑡 is assumed to be white 

noise with a covariance matrix 𝚺𝑎. The reduced-form VAR(p) cannot accommodate 

contemporaneous effects, such that the structural version was developed as so-called  

Structural VAR(p) or SVAR(p), written as in Equation (3). 

𝑭𝒕 =  ∑  
𝒑
𝒊=𝟏 �̃�𝒊 𝑭𝒕−𝒊  + 𝒖𝒕 ,  (3) 

with 𝒖𝑡 = 𝑩−1
 𝒂𝑡 , and matrix 𝑩 captured the structural impact from  𝒂𝑡 to 𝑭𝑡 , and the �̃�𝑖 =

𝑩−1
𝚲𝑖. 

One common factor estimation method that can be applied to the DFM method is the 

two-step estimation, which combines the Principal Component (PC) method and the Kalman 

Filter (KF) and smoothing technique. This method was developed by Doz (2012) for the 

identification of macroeconomic shocks. Unobserved common factors can be estimated 

consistently with the PC of the observed variables. However, if there is missing data, it is 

not enough to use the PC such that the KF is employed to estimate optimal parameters for 

unobserved data. The 𝛆𝑡 and 𝒖𝑡 are Normally distributed, allowing the use of the KF technique 

in common factor extraction. The common factor is influenced by past data up to the p lag 

and a number of common factors (r), which are relatively large to the number of common 

shocks (q) aiming to capture the relationship among the structural breaks or lead/lag 

relationship. 

Once the common factors in Equation (3) were estimated, the next step to nowcast is 

employing a linear regression model to obtain the relationship between the low-frequency 

response variable and the estimate of the common factor. The model is formulated in the 

Equation (4). 

𝒚𝒕 =   𝜷′ �̂�𝒕 + 𝜺𝒕 ,  (4) 

with the Ordinary Least Square (OLS) estimator given in Equation (5). 

�̂� =  (�̂�𝒕
′  �̂�𝒕)

−𝟏
 �̂�𝒕

′  𝒚 .  (5) 

The h-period-ahead forecast is formulated in Equation (6). 
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�̂�𝒕+𝒉 =   �̂�′ �̂�𝒕+𝒉 .  (6) 

The forecast of  �̂�𝒕+ℎ is obtained from the forecast of SVAR model formulated in Equation 

(2) and (3).  If the h-period for the low-frequency variable is shorter than the time increment 

of the high-frequency variable, the forecast is considered a nowcast. 

2.2. Autoregressive Moving Average (ARMA) 

The ARMA model consists of two processes, namely AR (Autoregressive) and MA 

(Moving Average). AR is a process that describes how data from the current period is 

affected by past conditions. The MA is a process that describes how data is affected by its 

past residual value. Mathematically, an AR model with order p or AR(p) can be defined in 

Equation (7), while the MA model is expressed in Equation (8). 

𝑌𝑡  = 𝜇 + 𝜙1𝑌𝑡−1 + 𝜙2𝑌𝑡−2 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝜀𝑡 (7) 

The systematic MA model of order q or MA(q) can be explained as follows. 

𝑌𝑡  = 𝜇 + 𝜀𝑡 − 𝜃1𝜀𝑡−1 − ⋯ − 𝜃𝑞𝜀𝑡−𝑞 (8) 

Therefore, the ARMA (p, q) process, which is a combination of AR(p) and MA(q), can be 

seen in Equation (9). 

𝑌𝑡 = 𝜇 + 𝜙1𝑌𝑡−1 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝜀𝑡 − 𝜃1𝜀𝑡−1 − ⋯ − 𝜃𝑞𝜀𝑡−𝑞 (9) 

The identification phase of the ARMA model is carried out by examining the 

Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) plots. The 

sample ACF (�̂�𝑗) shows how the correlation between 𝑌𝑡 and 𝑌𝑡−𝑗, whereas the sample PACF 

(�̂�𝑡,𝑡−𝑗) shows the correlation between 𝑌𝑡 and 𝑌𝑡−𝑗  by eliminating the existence of a shared 

linear relationship in the variables 𝑌𝑡−1, 𝑌𝑡−2, … , 𝑌𝑡−𝑗−1 (Wei, 2006). 

2.3. ARMA with Exogenous Variables (ARMAX) 

The ARMAX model extends the ARMA process by incorporating exogenous 

variables into the framework. This means that the ARMAX model is influenced not only by 

its historical data but also by the predictor or external variables included in the model. The 

general form of the ARMAX model is expressed in Equation (10) (Hyndman, 2010). 

𝑌𝑡  = 𝜑1𝑋1𝑡 + 𝜑1𝑋2𝑡 + ⋯ + 𝜑1𝑋𝑢𝑡 + 𝜙1𝑌𝑡−1 + 𝜙2𝑌𝑡−2 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 

+𝜀𝑡 − 𝜃1𝜀𝑡−1 − ⋯ − 𝜃𝑞𝜀𝑡−𝑞 
(10) 

The assumptions of ARMA and ARMAX are the same, i.e., the errors are white noise 

and follow Normal distribution. Compared to the ARMA model, the ARMAX model has an 

additional variable 𝑋1𝑡 to 𝑋𝑢𝑡 which are exogenous variables. The ARMAX consists of three 

specified orders. Order p for the AR model, order q for the MA model, and order u for the 

number of exogenous variables within the model so that it can be written ARMAX (p,q,u). 

Based on Equation (10), it can also be noted that the ARMAX model is a transfer function 

model, where the special case leads to an intervention model, with the order (b,r,s) being 

zero. 

 

3. MATERIAL AND METHOD  

This study uses high-frequency indicators (monthly), such as stock price changes, air 

quality, transportation data, financial conditions, and Google Trends, where the detail is 

written in Tabel 1, and the quarterly GDP from three sectors: Manufacturing Industry (C 
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sector), Transportation (H sector), and Finance (K sector) that were chosen due to their 

significant contribution to Indonesia's economy (BPS, 2020). The data from January 2010 

until March 2023 were split into two: (1) data training from January 2010 until March 2022, 

and (2) data testing for the rest from April 2022 until March 2023. The analysis using DFM 

was done using the “nowcasting” package in R software (de Valk et al., 2019).  

 

3.1. DFM Model 

The model specifications of the DFM method, from indicators to transformation into 

common factors, are as follows: 

𝑌𝑡,𝐶  =  𝛽0,𝐶 + 𝛽1,𝐶 𝐹𝑡,1,𝐶 + 𝛽2,𝐶  𝐹𝑡,2,𝐶 + ⋯ + 𝛽𝑟𝑐,𝐶𝐹𝑡,𝑟,𝐶 + 𝜀𝑡,𝐶 (11) 

𝑌𝑡,𝐻  =  𝛽0,𝐻 + 𝛽1,𝐻𝐹𝑡,1,𝐻 + 𝛽2,𝐻 𝐹𝑡,2,𝐻 + ⋯ + 𝛽𝑟𝐻 ,𝐻 𝐹𝑡,𝑟,𝐻 + 𝜀𝑡,𝐻 (12)    

𝑌𝑡,𝐾  =  𝛽0,𝐾 + 𝛽1,𝐾 𝐹𝑡,1,𝐾 + 𝛽2,𝐾 𝐹𝑡,2,𝐾 + ⋯ + 𝛽𝑟𝑘,𝐾 𝐹𝑡,𝑟,𝐾 + 𝜀𝑡,𝐾 (13) 

with 

𝐹𝑡,𝑗,𝐶 = 𝜆1,𝐶 𝑥𝑡,1 + 𝜆2,𝐶  𝑥𝑡,2 + ⋯ + 𝜆6,𝐶 𝑥𝑡,6 + 𝜆7,𝐶 𝑥𝑡,1,𝐶 

+𝜆8,𝐶 𝑥𝑡,2,𝐶 + ⋯ + 𝜆12,𝐶 𝑥𝑡,6,𝐶   
(14) 

𝐹𝑡,𝑗,𝐻 = 𝜆1,𝐻 𝑥𝑡,1 + 𝜆2,𝐻 𝑥𝑡,2 + ⋯ + 𝜆6,𝐻 𝑥𝑡,6 + 𝜆7,𝐻 𝑥𝑡,1,𝐻 

+𝜆8,𝐻 𝑥𝑡,2,𝐻 + ⋯ + 𝜆14,𝐻 𝑥𝑡,8,𝐻 
(15)    

𝐹𝑡,𝑗,𝐾 = 𝜆1,𝐾 𝑥𝑡,1 + 𝜆2,𝐾 𝑥𝑡,2 + ⋯ + 𝜆6,𝐾 𝑥𝑡,6 + 𝜆7,𝐾 𝑥𝑡,1,𝐾 

+𝜆8,𝐾 𝑥𝑡,2,𝐾 + ⋯ + 𝜆13,𝐾 𝑥𝑡,7,𝐾 
(16) 

where  𝑌𝑡,𝐶 is industrial sector economic growth, 𝑌𝑡,𝐻 is transportation sector economic 

growth, 𝑌𝑡,𝐾 is finance sector economic growth, 𝐹𝑡,𝑗,𝐶 is a common factor in the DFM model 

of the industrial sector, 𝐹𝑡,𝑗,𝐻 is a common factor in the DFM model of the transportation 

sector; 𝐹𝑡,𝑗,𝐾  is a common factor in the finance sector's DFM model. The 𝑗 is common factor 

index with j = 1, 2, …, r. 

The assumption of the model in Equation (11)-(16) follows the assumption of DFM 

that has been explained in subsection 2.1. Some other assumptions are written within the 

following parameter estimation procedure. In the two-stage procedure, firstly, the matrices 

𝚲 and  𝑭𝑡 are estimated using PC, where the data are standardized, balanced panel �̅�𝑡, with 

no missing values and outliers. The second stage re-estimates the factors of an unbalanced 

panel 𝐱𝑡 considering the parameters obtained in the previous step using KF smoothing. 

Another procedure that can be used to estimate the DFM parameters is the Expectation-

Maximization (EM) algorithm. It is employed to estimate parameters where the missing 

observations exist. 

3.2. ARMAX Model 

The model specifications of the ARMAX method are written as follows. 

𝑌𝑡,𝐶 = 𝜙1,𝐶𝑌𝑡−1,𝐶 + 𝜙2,𝐶𝑌𝑡−2,𝐶 + ⋯ + 𝜙𝑝,𝐶𝑌𝑡−𝑝,𝐶 + 𝜀𝑡,𝐶 −𝜃𝑡−1,𝐶𝜀𝑡−1,𝐶  

–  𝜃𝑡−2,𝐶𝜀𝑡−2,𝐶 + ⋯ + 𝜃𝑡−𝑞,𝐶𝜀𝑡−𝑞,𝐶 + 𝜑1,𝐶𝑥𝑡,1,𝐶 + 𝜑2,𝐶  𝑥𝑡,2 + ⋯ 

+𝜑6,𝐶 𝑥𝑡,6 + 𝜑7,𝐶 𝑥𝑡,1,𝐶 + 𝜑8,𝐶 𝑥𝑡,2,𝐶 + ⋯ + 𝜑12,𝐶 𝑥𝑡,6,𝐶 

(17) 

𝑌𝑡,𝐻 = 𝜙1,𝐻𝑌𝑡−1,𝐻 + 𝜙2,𝐻𝑌𝑡−2,𝐻 + ⋯ + 𝜙𝑝,𝐻𝑌𝑡−𝑝,𝐻 + 𝜀𝑡,𝐻 − 𝜃𝑡−1,𝐶𝜀𝑡−1,𝐻  

− 𝜃𝑡−2,𝐻𝜀𝑡−2,𝐻 + ⋯ + 𝜃𝑡−𝑞,𝐻𝜀𝑡−𝑞,𝐻 + 𝜑1,𝐻 𝑥𝑡,1 + 𝜑2,𝐻 𝑥𝑡,2 + ⋯ 
(18)    



Media Statistika 17(2) 2024: 128-139 133 

+𝜑6,𝐻 𝑥𝑡,6 + 𝜑7,𝐻 𝑥𝑡,1,𝐻 + 𝜑8,𝐻 𝑥𝑡,2,𝐻  + ⋯ + 𝜑14,𝐻 𝑥𝑡,8,𝐻  

𝑌𝑡,𝐾 =  𝜙1,𝐾𝑌𝑡−1,𝐾 + 𝜙2,𝐾𝑌𝑡−2,𝐾 + ⋯ + 𝜙𝑝,𝐾𝑌𝑡−𝑝,𝐾 + 𝜀𝑡,𝐾 − 𝜃𝑡−1,𝐾𝜀𝑡−1,𝐾  

− 𝜃𝑡−2,𝐾𝜀𝑡−2,𝐾 + ⋯ + 𝜃𝑡−𝑞,𝐾𝜀𝑡−𝑞,𝐾 + 𝜑1,𝐾 𝑥𝑡,1 + 𝜑2,𝐾 𝑥𝑡,2 + ⋯ 

+𝜑6,𝐾 𝑥𝑡,6 + 𝜑7,𝐾 𝑥𝑡,1,𝐾 + 𝜆8,𝐾 𝑥𝑡,2,𝐾 + ⋯ + 𝜆13,𝐾 𝑥𝑡,7,𝐾 

(19) 

The ARMAX models in Equation (17)-(19) were estimated separately for each sector. These 

benchmark models were employed with exogenous variables written in Table 1.  

 

3.3. Data and Variables 

The variables used in this study consisted of response variables from the three sectors 

(𝑌𝐶 , 𝑌𝐻 , 𝑌𝐾), predictor variables consist of six macroeconomic variables (𝑋1 until 𝑋6), 

industrial sector-specific predictor variables (𝑥1,𝐶 until 𝑥6,𝐶), transportation sector-specific 

predictor variables (𝑥1,𝐻 until 𝑥8,𝐻), and financial sector-specific predictor variables (𝑥1,𝐾 

until 𝑥7,𝐾). The details of these variables are explained in Table 1. The chosen predictor 

variables consider their availability monthly as they are treated as high-frequency variables 

needed in the nowcasting. The variables with specification models that have been written in 

Equation (11)-(19) were not tested for their significance as these approaches, indeed, focus 

on accuracy. 

 Table 1. Variables of Study 

Variable Details Source 

𝑌𝐶 GDP Growth of Manufacturing Industry Sector Badan Pusat Statistik 

(BPS) 

𝑌𝐻 GDP Growth of Transportation and Warehousing Sector  BPS 

𝑌𝐾 GDP Growth of the Finance Sector BPS 

𝑋1 Growth of Consumer Confidence Index BI 

𝑋2 Growth of Consumer Expectation Index BI 

𝑋3 Growth of Income Expectation Index BI 

𝑋4 Growth of Job Availability Expectation Index BI 

𝑋5 Growth of Business Activity Expectation Index BI 

𝑋6 Growth of Price Expectation Index for the Next 3 Months BI 

𝑋1,𝐶 Growth of Indonesia’s Air Quality Index www.iqair.com  

𝑋2,𝐶 Average Price Growth of Metal & Similar Industry’s Stock Yahoo Finance 

𝑋3,𝐶 Average Price Growth of the Plastic & Packaging Industry’s 

Stock 

Yahoo Finance 

𝑋4,𝐶 Average Price Growth of the Pharmaceutical Industry’s 

Stock 

Yahoo Finance 

𝑋5,𝐶  Average Price Growth of the Cosmetic Industry’s Stock Yahoo Finance 

𝑋6,𝐶 Average Price Growth for the Household Appliances 

Industry’s Stock 

Yahoo Finance 

𝑋1,𝐻 Growth in the Number of Train Passengers BPS 

𝑋2,𝐻 Growth in the Number of Aircraft Passengers at Soekarno-

Hatta Airport 

BPS 

𝑋3,𝐻 Growth in the Number of Aircraft Passengers at Polonia 

Airport 

BPS 

𝑋4,𝐻 Growth in the Number of Aircraft Passengers at Juanda 

Airport 

BPS 

𝑋5,𝐻 Growth in Number of Aircraft Passengers at Ngurah Rai 

Airport 

BPS 

http://www.iqair.com/
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 Table 1. Variables of Study 

Variable Details Source 

𝑋6,𝐻 Growth in the Number of Aircraft Passengers at Sultan 

Hasanudin Airport 

BPS 

𝑋7,𝐻  Average Price Growth of Toll Road Companies, Ports, 

Airports, and the Like’s Stock 

Yahoo Finance 

𝑋8,𝐻 Growth of Google Trend Index “Macet” Google Trend 

𝑋1,𝐾 Average Price Growth of Bank’s Stock Yahoo Finance 

𝑋2,𝐾 Average Price Growth of Insurance Company’s Stock Yahoo Finance 

𝑋3,𝐾 Average Price Growth of Investment Company’s Stock Yahoo Finance 

𝑋4,𝐾 Growth of Consumer Saving Proportion BI 

𝑋5,𝐾  Growth of Consumer Loan Repayments Proportion BI 

𝑋6,𝐾 Growth of Google Trend Index “Kredit” Google Trend 

𝑋7,𝐾 Growth of Google Trend Index “Hutang” Google Trend 

 

4. RESULTS AND DISCUSSION 

Based on the results of the Phillips-Perron (PP) test, all predictor variables included 

in the DFM model are stationary at level. The six macroeconomic variables, the  

𝑋1 has a p-value of 0.0488, while the five remaining predictors result in a p-value less than 

0.01. These results indicate that all six macroeconomic variables are stationary. Table 1 

shows the p-value of the Phillip-Perron Test for the remaining predictors that concluded all 

predictors are stationary. 

Table 2. Phillips-Perron Test on Predictors 

Predictor p-value  Predictor p-value  Predictor p-value 

𝑋1,𝐶 <0,01  𝑋1,𝐻 <0,01  𝑋1,𝐾 0,0488 

𝑋2,𝐶  <0,01  𝑋2,𝐻 <0,01  𝑋2,𝐾  0,0342 

𝑋3,𝐶  0,0202  𝑋3,𝐻 <0,01  𝑋3,𝐾  0,0427 

𝑋4,𝐶  <0,01  𝑋4,𝐻 <0,01  𝑋4,𝐾  <0,01 

𝑋5,𝐶  <0,01  𝑋5,𝐻 <0,01  𝑋5,𝐾  <0,01 

𝑋6,𝐶  0,0438  𝑋6,𝐻 <0,01  𝑋6,𝐾  <0,01 

   𝑋7,𝐻  0,0118  𝑋7,𝐾  <0,01 

   𝑋8,𝐻 <0,01    

Table 3. DFM Model Specification 

Sector 

Full Data DFM Training Data DFM 

Optimum 

Lag  

Factor 

Count 

Variable 

Count 

Optimum 

Lag  

Factor 

Count 

Variable 

Count 

Industrial 1 4 12 1 4 12 

Transportation 1 3 14 1 3 14 

Finance 1 4 13 1 4 13 

The DFM model formulated in Equations (1) and (3), with its specification as 

formulated in Equation (11) until (16), needs the determination of optimum lag, number of 

factor count, and variable count. The optimum lag is determined based on minimum Akaike's 

information criterion (AIC), Hannan–Quinn information criterion (HQ), Schwarz criterion 

(SC), and Final Prediction Error criterion (FPE). The factor counts (r) are determined by 

information criterion to minimize idiosyncratic components (ICr). Then, the specification of 

the DFM for each GDP sector is summarized in Table 3. 



Media Statistika 17(2) 2024: 128-139 135 

Then, all the common factors that are formed are regressed using the OLS method, 

which includes predictor variables in each sector. There are two models for each sector: 

common factor estimation using the DFM-TS methods, based on the specification model in 

Equation (17)-(19), and OLS linear regression as defined in Equation (4). Those models are 

written in Equation (20)-(25). 

𝑌𝑡,𝐶  = 𝛽0,𝐶 + 𝛽1,𝐶𝐹𝑡,1,𝐶 + 𝛽2,𝐶𝐹𝑡,2,𝐶 + 𝛽3,𝐶𝐹𝑡,3,𝐶 + 𝛽2,𝐶 𝐹𝑡,4,𝐶 + 𝜀𝑡,𝐶       (20) 

𝑌𝑡,𝐻  = 𝛽0,𝐻 + 𝛽1,𝐻𝐹𝑡,1,𝐻 + 𝛽2,𝐻𝐹𝑡,2,𝐻 + 𝛽3,𝐻𝐹𝑡,3,𝐻 + 𝜀𝑡,𝐻 (21) 

𝑌𝑡,𝐾  = 𝛽0,𝐾 + 𝛽1,𝐾𝐹𝑡,1,𝐾 + 𝛽2,𝐾𝐹𝑡,2,𝐾 + 𝛽3,𝐾𝐹𝑡,3,𝐾 + 𝛽4,𝐾𝐹𝑡,4,𝐾 + 𝜀𝑡,𝐾 (22) 

Using OLS regression, the models formed on the DFM-TS are as follows. 

�̂�𝑡,𝐶 =  3.91 + 0.9 �̂�𝑡,1,𝐶  − 0.12 �̂�𝑡,2,𝐶 + 0.63 �̂�𝑡,3,𝐶 + 0.69 �̂�𝑡,4,𝐶 (20) 

�̂�𝑡,𝐻 =  5.31 + 2.27 �̂�𝑡,1,𝐻 + 1.98 �̂�𝑡,2,𝐻 + 1.18 �̂�𝑡,3,𝐻 (21) 

�̂�𝑡,𝐾 = 6.16 + 0.48 �̂�𝑡,1,𝐾 − 0.03 �̂�𝑡,2,𝐾 + 0.42 �̂�𝑡,3,𝐾 + 1.05 �̂�𝑡,4,𝐾 (22) 

As shown in Figure 1, the nowcasting results during the testing period exhibit notable 

estimation errors, particularly in the first two periods, where the values are significantly 

underestimated. In subsequent periods, the nowcasting estimates align more closely with the 

actual data. However, by the end of 2022, the nowcasting results substantially overestimate 

the industrial sector's growth rate, projecting it to exceed ten percent. At the start of 2023, 

the nowcasting results diverge, indicating a movement direction inconsistent with the actual 

data. The training period estimation captures most actual data trends, including the 

slowdown during COVID-19 and the high growth during economic recovery. However, 

some errors occurred, such as underestimations in 2019. 

 

Figure 1. Comparison of DFM Model Nowcasting Results with Actual Data in the 

Industrial Sector (Percent) 

Figures 2 and 3 highlight several challenges in nowcasting. During the testing period 

for the transportation sector, the nowcasting initially aligned with growth trends but included 

an overestimated point and diverged from actual data at the start of 2022, recovering 

accuracy mid-year. However, late 2022 through the testing period saw consistent 

underestimations, though the direction of movement was captured. For the training period, 

the nowcasting described the COVID-19 slowdown and post-recovery growth but 

underestimated at certain points. In the financial sector, nowcasting struggled during both 

training and testing periods, failing to capture actual trends due to the sector's unpredictable 

nature. 
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Figure 2. Comparison of DFM Model Nowcasting Results with Actual Data in the 

Transportation Sector (Percent) 

 

Figure 3. Comparison of DFM Model Nowcasting Results with Actual Data in the 

Finance Sector (Percent) 

In addition, the selection of predictor variables limited to fast-released data only 

results in the absence of indicators capable of describing movements in the financial sector. 

This reason is supported by the very low Adjusted R-squared value in the financial sector 

DFM model shown in Table 3. Additional metrics, i.e., Root Mean Square Error (RMSE) 

and Mean Absolute Deviation (MAD), were also calculated and summarized in Table 4. 

Table 4.  The Goodness Specification of the DFM Model on 

Economic Growth Nowcasting 

Sector RMSE sMAPE MAD Adjusted R-Squared 

Industrial 2.7227 0.5022 2.0690 0.6371 

Transportation 8.5845 0.7626 10.8949 0.6718 

Finance 5.5307 0.9950 6.4078 0.1845 

At the sectoral level, the DFM method performs best for nowcasting in the industrial 

sector, while the DFM-TS method is most suitable for the transportation sector. However, in 

the financial sector, the DFM method shows poor performance, failing to estimate economic 

growth trends. 

In the ARMAX model, one of the conditions for data to be modeled is that it is 

already stationary. Based on the results of the PP-test, the three response variables were 

stationary at the level. Meanwhile, predictor variables do not need to be tested for 

stationarity. Data that has been tested for stationarity can be involved in the formation of the 

ARMA model. 
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Table 5. The Best ARMA and ARMAX Models of Each Model 

Sector ARMA (p,q) Model ARMAX (p,q,u) Model 

Model LB Test KS-Test SMAP

E 

Model LB Test KS-Test SMAPE 

Industrial ARMA 

(1,0) 

White 

noise 

Normal 0.17 ARMAX 

(1,0,12) 

White 

noise 

Normal 0.58 

Transport ARMA 

(1,0) 

White 

noise 

Not 

Normal 

0.98 ARMAX 

(1,0,14) 

White 

noise 

Normal 0.76 

Finance ARMA 

(1,0) 

White 

noise 

Not 

Normal 

1.04 ARMAX 

(1,0,13) 

White 

noise 

Not 

Normal 

1.07 

Using ACF and PACF plots, the best ARMA model candidates for each sector were 

identified. These models were evaluated based on parameter significance, sMAPE value, 

and residual assumptions of normality and white noise. The ARMA(1,0) model emerged as 

the best for all sectors and was extended with u predictor variables to form the ARMAX 

model. Table 5 summarizes the transition from ARMA to ARMAX and compares 

nowcasting results using DFM and ARMAX models across three sectors. The results, 

focused on sMAPE, show that the DFM-TS method outperforms ARMAX with lower 

sMAPE values, see Table 6. 

Table 6. Comparison of sMAPE from DFM-TS and ARMAX models 

Sektor 
sMAPE 

DFM-TS ARMAX 

Industrial 0.5022 0.5814 

Transportation 0.7626 0.7631 

Finance 0.9950 1.0727 

This study identifies several key gaps that contribute to its novelty. First, it addresses 

the limited exploration of sector-specific GDP nowcasting by applying DFM to industrial, 

transportation, and financial sectors using near real-time indicators like stock prices, air 

quality, and Google Trends. Second, it highlights the varied performance of DFM across 

sectors, revealing sufficient accuracy in industrial and transportation sectors but suboptimal 

results in finance, underscoring the need for refinement. Third, it diversifies data sources by 

integrating less common high-frequency variables, enhancing nowcasting responsiveness. 

Fourth, it systematically benchmarks DFM against ARMAX, confirming DFM's superior 

accuracy across metrics like sMAPE and RMSE. Finally, the study identifies challenges in 

capturing the financial sector's volatility, suggesting opportunities for methodological 

improvements. This work advances sectoral nowcasting research and sets the stage for 

refining models and expanding high-frequency data use. 

 

5. CONCLUSION 

This study highlights the potential of nowcasting sectoral economic growth using 

near real-time indicator variables, demonstrating mixed outcomes across sectors. The DFM 

proved relatively effective for the industrial and transportation sectors, offering reasonably 

accurate predictions despite some limitations in estimating precise economic growth values. 

In contrast, the financial sector faced significant challenges, with the DFM yielding poor 

estimation results. However, even in this case, the DFM outperformed the benchmark 
ARMAX model across all three sectors, showcasing its superiority in handling high-
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frequency data for nowcasting purposes. These findings underscore the promise of the DFM 

approach while highlighting areas for further refinement, particularly in the financial sector. 
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