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Abstract: Estimation of claims reserves is a very important role for insurance companies because the information will be used to assess the insurance company’s ability to meet future claim payment obligations. In practice, claims reserves are divided into two Incurred but Not Reported (IBNR) and Reported but Not Settled (RBNS). Reserving by Detailed Conditioning (RDC) is one of the individual methods that can estimate claims reserves of both the IBNR and RBNS, which involves detailed condition so-called claim characteristics, and some information else so-called background variable. The result of estimating claims reserves using RDC with background variable is not stable because many combination of calculation from each background variable. The purpose of this study is to overcome these problems, which we can combine RDC and Gamma Generalized Linear Model (GLM) as an effective method for estimating claims reserves. By using Bootstrapping Individual Claims Histories (BICH) method, the results show that estimation of claims reserves using RDC and Gamma GLM gives the fewest value of Mean Square Error of Prediction (MSEP) rather than RDC with Poisson GLM, RDC, and Chain Ladder. Where the smaller the value of the resulting MSEP estimate, the closer to the actual claim reserve value.

1. INTRODUCTION

In some types of non-life insurances, sometimes claims payment is done more than one time. It requires a long time counted from the occurrence period. These characteristics in insurance are known as long tailed business or third part liability (TPL) (Verrall et al, 2010). Because of the existence of the time-lag between reported claim and finalized claim shown a term called outstanding claims liability. To overcome the problem of the outstanding claims liability, a company has to have enough fund specified to pay the liability are called reserves. According to Pigeon et al (2014) insurance claims reserve are divided into IBNR and RBNS. Estimated claims reserve IBNR and RBNS have a very important role in an insurance company because it can lead to bankruptcy if the estimate is bad.

The method of estimating claims reserves can be divided into two parts, the aggregate method, and the individual method. Some aggregate methods used to estimate claims reserve are Chain Ladder, Bornhuetter Fergusson, Benktander Hovinen, and Cape-Cod. These
methods are widely applied in practice because simple and give accurate results (Wilandari et al., 2021). According to Godecharle & Antonio (2015), if the data is aggregated, then a lot of important claim information will be omitted when estimating claims reserves. Therefore, it is necessary to estimate the claim reserve using an individual method that includes claim information. Rosenlund (2012) estimates claims reserves using the individual method called RDC. In RDC, the information of each individual claim of policyholders is included as a condition in claims reserves estimation.

Based on Effendie & Pebriawan (2017) for each policy and the number of them is large, RDC needs to use the claim information which would then be formed into the claim characteristics and background variable as a condition in the calculation. The background variable will result in estimates that are not stable, due to the combination of each background variable calculation. The purpose of this study is to overcome these problems, which will estimate the claim reserves for both IBNR and RBNS using the RDC combined with the Gamma GLM method to analyze the background variables that are included as requirements in the RDC. We also determine a more accurate and effective estimate of claim reserves from several methods, including Chain Ladder, RDC, RDC and Poisson GLM, and RDC and Gamma GLM using the BICH method where the smallest MSEP is chosen.

2. LITERATURE REVIEW

2.1. Claims Reserves

According to Wüthrich & Merz (2008), the history of a typical non-life insurance claim there are two different types of claims reserves for past exposures. IBNR (incurred but not reported) reserves, this claim is an event that occurred and was announced in the information media but has not been reported to the insurance company. And RBNS (reported but not settled) reserves, this reserves to state the time of payment or settlement. The reserves included claims in processing of being settled.

2.2. Individual Run-Off Triangle

The run-off triangle is used to predict the size of claims or the number of claims that will occur in the future and is often used in the long-tailed business insurance. The individual run-off triangle is a presentation of claims data for each individual policyholder such that the information corresponding to the individual claims can also be displayed (Drieskens et al., 2012). The general form of the individual run-off triangle can be seen in Table 1.

<table>
<thead>
<tr>
<th>Occurrence Period</th>
<th>Claim ID</th>
<th>Development Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Y_{c_{1,1}}</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>2</td>
<td>Y_{c_{2,1}}</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>n</td>
<td>Y_{c_{n,1}}</td>
<td>...</td>
</tr>
</tbody>
</table>

In most cases, data are set up in what we call a development triangle where the rows represent accident years and the columns development years. Suppose $Y_{c_{i,j}}$ with $i, j \in \{1,2,\ldots,n\}$, is a random variable of a claim that occurred at the $i$th occurrence period and

---
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paid at the $j^{th}$ period of development where in claim ID $c$. The $Y_{i,j}$ is the incremental claim that is observed when $i + j \leq n + 1$ and $i + j > n + 1$ are not observed (Mutaqin et al, 2008).

2.3. Contraction of Data
2.3.1. Individual Claim Information

According to Kartikasari et al (2017) in RDC, the claim information of $N$ claims with each claim $k$ ($k = 1, 2, \ldots, N$) on continuous time are discretized, we denote in (1) as a set of individual claim information

$$\{i(k), W(k), F(k), Y(k, 1), \ldots, Y(k, F(k))\} \quad (1)$$

The notation of $i(k)$ denotes the occurrence period of claim $k$ with $i(k) \in \{1, 2, \ldots, n\}$. $W(k)$ denotes reporting period of claim $k$. $F(k)$ denotes the closing period for claim $k$. $Y(k, j)$ denotes payment for claims $k$ at development period $j \in \{1, 2, \ldots, F(k)\}$.

2.3.2. Claim Characteristics

The individual claim information as described by (1) cannot be directly used as a condition of claim reserve estimation. Therefore, we have to create a claim information representative called claim characteristics to simplify the calculation process. The characteristics of claim in the RDC are divided into three parts, including claim length $L(k)$, reporting delay period $W(k)$, and quantile interval number of cumulative payment $Q_t(k)$. The steps for the formation of these three parts will be explained below.

Claim Length

The claim length is the duration from claim reported up to claim finalized. We denote the length of claim $k$ ($k = 1, 2, \ldots, N$) by $L(k)$ and define it as follows

$$L(k) = F(k) - W(k) + 1 \quad (2)$$

Claim statuses can be obtained from $L(k)$ and $W(k)$ and can be defined as follows: Closed claims are claims that have been reported and have been settled, where $W(k) \leq n - i(k) + 1$ and $L(k) \leq n - i(k) - W(k) + 2$, or $W(k)$ and $L(k)$ is known; IBNR is claims that have occurred but has not been reported, where $W(k) \geq n - i(k) + 1$ and $L(k) = 0$ or $W(k)$ and $L(k)$ are unknown; RBNS is claims that have been reported but not resolved, where $W(k) \leq n - i(k) + 1$ and $L(k) \leq n - i(k) - W(k) + 2$, or $W(k)$ is known but $L(k)$ is not observed.

Reporting Delay Period

Claims that have the same reporting delay period may have a similar development pattern. Based on that reason, a reporting delay period is used as the one of claim characteristics. In this case, we set $w_0$ as a maximum limit of $W(k)$. A claim is considered to be reported to the insurance company if $W(k) \geq w_0$. Therefore, we define $\min(W(k), w_0)$ as a boundary of reporting delay of an individual claim.

Quantile Interval Group Number of Cumulative Payment

The claims will be divided into several quantile intervals based on information from the cumulative payments. The cumulative payments, $H(k, t)$, for claim $k$ on the time $t \in \{1, 2, \ldots, n - i(k) - W(k) + 2\}$ starting from the reporting period is defined by

$$H(k, t) = \sum_{h=1}^{t} Y(k, h + W(k) - 1) \quad (3)$$
for computing the quantile intervals, we have to sort in ascending order \( H(k, t) \) with \( L(k) > t \) in a set of \( H(\cdot, t) \). We split \( H(\cdot, t) \) into \( q_0 \) quantile intervals, with \( q_0 \) is fixed in advance. If we denote the boundaries of quantile as \( \{h_{t,1}, h_{t,2}, \ldots, h_{t,q_0}\} \), we can create the quantile intervals of \( H(\cdot, t) \) as \( [0, h_{t,1}], [h_{t,1}, h_{t,2}], \ldots, [h_{t,q_0-1}, h_{t,q_0}] \). The interval number to which \( H(k, t) \) belongs is indicated by \( Q_t(k) \) with \( L(k) > t \), \( Q_t(k) \in \{1, 2, \ldots, q_0\} \) and for \( t > 0 \)

\[
Q_t(k) = \text{quantile interval number of } H(k, t)
\]  

(4)

### 2.3.3. Background Variable

Kroon (2014) explained that using these claim markers to simulate future claim development may prove to be problematic, since some combinations of these markers may result in very small clusters. The background variable is used as an assessment factor in determining the amount of the premium, so very influential and a requirement for calculating claims reserves (Ohlsson & Johansson, 2010). Background variable always follows one of the categories: policy holder, insured item, geographical area. The background variable is denoted by \( A_y \), \( y \in \{1, 2, \ldots, n\} \) where \( A_1 = \{x_1, x_2, \ldots, x_m\} \). The value \( \{x_1, x_2, \ldots, x_m\} \) are represented by a unique code per segment.

### 2.3.4. Segmentation

Segmentation is carried out based on different background variables for each claim. The basic idea is that the estimation of claims reserve using RDC is calculated per segment, where the numbers of segments depend on the number of unique codes from the initial background variable and all combinations of background variables that are used as segmentation references.

### 2.4. Gamma Generalized Linear Model

Gamma GLM is the right method to estimate the severity claims since Gamma distribution is one of the families of exponential distribution with a constant coefficient of variation. According to De Jong & Heller (2008), a gamma GLM is of the form

\[
y \sim G(\mu, \nu) \text{ and } g(\mu_i) = \log[E(Y_i)] = e^{\log g[\mu_i]} = e^{T \beta}
\]

(5)

The canonical link for gamma distribution is the inverse function. Since parameters from a model with an inverse link are difficult to interpret, the log link is usually more useful. To estimate the parameter of Gamma distribution is used on claims reserve used likelihood and loglikelihood with probability in (5), and if the shape of the first derivative (Score Function) is not close-form then use Newton-Raphson iteration (Sunandi et al., 2022)

\[
f(y_i) = \frac{1}{\Gamma(\nu)}\left(\frac{\nu y_i}{\mu_i}\right)^\nu e^{-\frac{\nu y_i}{\mu_i}} \frac{1}{y_i}
\]

(6)

### 3. MATERIAL AND METHOD

#### 3.1. Reserving by Detailed Conditioning

Rosenlund (2012) there are two steps to calculate claims reserves estimation using RDC. First, we compute an estimate of the probability distribution of claim length. Second, we compute an estimate of the expected value of the payment amount per future development period. The reserve can be obtained by multiplication the first and second one.

#### 3.1.1 Estimation of Claim Length Probability

Rosenlund (2012) defines the estimation of the probability of claim length as
\[ \hat{p}_\lambda(t, q, w) = \hat{r}_\lambda(t, q, w) \times \prod_{m=t+1}^{\lambda-1} (1 - \hat{r}_m(t, q, w)) \]  

for \( q \in \{1, 2, \ldots, q_0\} \) and \( w \in \{1, 2, \ldots, w_0\} \) with the given \( 0 \leq t \leq n - 1 \) and \( t + 1 \leq \lambda \leq n \). Notation \( \hat{p}_\lambda(t, q, w) \) express the probability that a claim has a claim length by \( \lambda \). The notation of \( \hat{r}_\lambda(t, q, w) \) is the estimated probability of finalized claim in the following period. The formula \( \hat{r}_\lambda(t, q, w) \) is obtained from the following process:

\[
\begin{cases}
\hat{r}_\lambda(t, q, w) = 1 & \lambda = n - w + 1 \\
\hat{r}_\lambda(t, q, w) = \frac{I_\lambda^c(t, q, w)}{I_\lambda(t, q, w)} & \lambda < n - w + 1 \\
\end{cases}
\]

where \( I_\lambda^c(t, q, w) = \) number of claims closed given \( L(k) = \lambda, Q_t = q, \ min(W(k), w_0) = w \) and \( I_\lambda(t, q, w) = \) number of claims reported given \( L(k) \geq \lambda, Q_t = q, \ min(W(k), w_0) = w \).

### 3.1.2 Estimation of Mean Payment

The estimation of mean payment is obtained via a combination of payments from opened claims and closed claims. Stage of observation estimation of mean payment is

1. For closed claims, the observations of claims are done in the period \( h \leq n - i - W + 2 \) as payment with the given \( 0 \leq t \leq n - 1, t + 1 \leq \lambda \leq n \), and \( t + 1 \leq h \leq \lambda \). For all \( q \in \{1, 2, \cdots, q_0\}, \ \ w \in \{1, 2, \cdots, w_0\} \), given \( L(k) \leq n - i - W + 2, \ \ L(k) = \lambda, Q_t = q, \ \ min(W(k), w_0) = w \):

\[
I_{\lambda h}^c(t, q, w) = \text{the number of closed claims given } L(k) = \lambda
\]
\[
Y_{\lambda h}^c(t, q, w) = \text{the number of closed claim payments given } L(k) \geq \lambda.
\]

2. For opened claims, the observations of claims are done in the period \( t \leq n - 2 \) with the given \( 0 \leq t \leq n - 2, t + 1 \leq r \leq n - 1 \), and \( t + 1 \leq h \leq r \) where \( r \) is opened claim period. For all \( q \in \{1, 2, \cdots, q_0\}, \ \ w \in \{1, 2, \cdots, w_0\} \), given \( r = n - i - W + 2, Q_t = q, \ \ min(W(k), w_0) = w \):

\[
I_{\lambda r}^o(t, q, w) = \text{the number of opened claims given } L(k) = r
\]
\[
Y_{\lambda r h}^o(t, q, w) = \text{the number of opened claim payments given } L(k) > r.
\]

3. For outstanding claims in the previous period \( r \), it will be complete in the next period \( L(k) = \lambda \)

\[
I_{\lambda r}^o(t, q, w) = \frac{\hat{p}_\lambda(t, q, w)}{\hat{p}_{r+1}(t, q, w) + \cdots + \hat{p}_n(t, q, w)} I_{\lambda r}^o(t, q, w)
\]

\( I_{\lambda r}^o(t, q, w) = \) the number of outstanding claims in the previous period will be complete in the next period given \( \lambda = r + 1, \cdots, n, Q_t = q, \ min(W(k), w_0) = w \)

\[
Y_{\lambda r h}^o(t, q, w) = \hat{\beta}_{r h}(t, q, w) \frac{I_{\lambda r h}^o(t, q, w)}{I_{\lambda r}^o(t, q, w)} I_{\lambda r}^o(t, q, w)
\]

\( Y_{\lambda r h}^o(t, q, w) = \) the number of outstanding claim payments in the previous period will be complete next period given \( \lambda = r + 1, \cdots, n, Q_t = q, \ min(W(k), w_0) = w \)
\[ \beta_{rh}(t, q, w) = Y_{rh}^o(t, q, w) \left[ \sum_{v = r+1}^{n} Y_{v}^{r+1}(t, q, w) \frac{I_r^o(t, q, w)}{I_{v}^{r+1}(t, q, w)} \right]^{-1} \] (11)

If \( \beta_{rh}(t, q, w) \) will be undefined, the alternative way to calculate the value of

\[ Y_{r, rh}^o(t, q, w) = \frac{\hat{\beta}_r(t, q, w)}{\hat{\beta}_{r+1}(t, q, w) + \cdots + \hat{\beta}_{n}(t, q, w)} Y_{rh}(t, q, w) \] (12)

4. The estimation of mean payment is obtained using the calculation of backward recursive. The backward recursive calculation on period \( r = \lambda \) up to \( r = h \) use the initial value

\[
\begin{align*}
I_{\lambda}^{(r)}(t, q, w) &= I_{\lambda}^{(r+1)}(t, q, w) + I_{r, \lambda}^o(t, q, w) \\
Y_{\lambda}^{(r)}(t, q, w) &= Y_{\lambda}^{(r+1)}(t, q, w) + Y_{r, \lambda}^o(t, q, w)
\end{align*}
\] (13)

The equation of recursive calculation for \( r = \lambda - 1, \lambda - 2, \ldots, h \) can be expressed by

\[
\begin{align*}
I_{\lambda}^{(r)}(t, q, w) &= I_{\lambda}^{(r+1)}(t, q, w) + I_{\lambda}^o(t, q, w) \\
Y_{\lambda}^{(r)}(t, q, w) &= Y_{\lambda}^{(r+1)}(t, q, w) + Y_{\lambda}^o(t, q, w)
\end{align*}
\] (14)

5. After the recursive calculation up to the period of \( h \) is complete, we can obtain the final estimation of mean payment with \( h = t + 1, \ldots, n \) and \( \lambda = h, \ldots, n \) that is expressed by

\[ \hat{\mu}_{\lambda h}(t, q, w) = \frac{Y_{\lambda h}^{(h)}(t, q, w)}{I_{\lambda}^{(h+1)}(t, q, w)} \] (15)

3.1.3 Estimation of Claim Reserve

The estimation of claim reserves is divided into two types, i.e. IBNR and RBNS. The total estimation of claims reserves in the occurrence period \( i \in (1, 2, \ldots, n) \) can be expressed

\[ \hat{R}_{i} = \hat{R}_{i}^l + \hat{R}_{i}^R \] (16)

with \( \hat{R}_{i}^l \) denotes IBNR claims reserves and \( \hat{R}_{i}^R \) denotes RBNS claims reserves.

**IBNR Reserve**

IBNR reserves are claim reserves that have not yet been reported to the insurance company. Given \( W(k) = w \), for each \( W(k) = w \in \{1, 2, \ldots, w_0\} \) the estimated IBNR reserves

\[ \hat{R}(0,1, \min(w, w_0)) = \hat{p}_r(0,1, \min(w, w_0)) \times \hat{\mu}_{\lambda h}(0,1, \min(w, w_0)) \] (17)

The estimation of the number of claims per occurrences period \( i \in (2, 3, \ldots, n) \) is done using the well-known performed using Overdispersed Poisson model by utilizing the data claims that have been reported to the company \( \hat{A}_{i,w} \). The estimated IBNR claims reserves in the occurrence period \( i \in (2, 3, \ldots, n) \) can be expressed by

\[ \hat{R}_{i}^l = \sum_{w = n-i+2}^{n} \hat{A}_{i,w} \times \hat{R}(0,1, \min(w, w_0)) \] (18)

**RBNS Reserve**

RBNS reserve is a reserve of a claim that has been reported to the insurance company but that has not yet been finalized. We denote RBNS reserve at claim period \( i \) as following

\[ \hat{R} = \hat{p}_r(n-i-W+2, q, \min(w, w_0)) \times \hat{\mu}_{\lambda h}(n-i-W+2, q, \min(w, w_0)) \] (19)
Suppose for the claim period \( i \), \( I^o(i,q,w) \) is the number of opened claims given \( W(k) = w,q \). Then RBNS reserves for the claim period \( i \) is

\[
\hat{R}^R_i = \sum_{w=1}^{n-i+1} \sum_{q=1}^{q_0} I^o(i,q,w) \times \hat{R}(n-i-W+2,q,\min(W(k),w_0))
\] (20)

3.2. Reserving by Detailed Conditioning and Gamma GLM

Based on steps from RDC, estimation of claims reserve using RDC and Gamma GLM has the same stages, only the background variables and their combinations need to be included. Below are the stages of RDC and Gamma GLM

1. The estimation of IBNR and RBNS per segment on a background variable using RDC (R1) has the following formula

\[
x^m \hat{R}_i(t,q,w) = \sum_{\lambda=t+1}^{n} \sum_{h=t+1}^{\lambda} x^m \hat{\mu}_A(t,q,w) x^m \hat{\mu}_{lh}(t,q,w)
\] (21)

If we get a background variable \( A_y \) given \( y \in \{1,2,\cdots,n\} \) where \( A_1 = \{x_1,x_2,\cdots,x_n\} \), so we have \( x_k \in A_1 \) as a segment where \( k \in \{1,2,\cdots,m\} \). The calculation \( x^m \hat{\mu}_A(t,q,w) \) and \( x^m \hat{\mu}_{lh}(t,q,w) \) are the same as the steps in the RDC, only they are carried out per segment on the background variable.

2. The estimation of IBNR and RBNS per segment on all combinations of background variables using RDC (R2) has the following formula

\[
x^m y^n x^o \hat{R}_i(t,q,w) = \sum_{\lambda=t+1}^{n} \sum_{h=t+1}^{\lambda} x^m y^n x^o \hat{\mu}_A(t,q,w) x^m y^n x^o \hat{\mu}_{lh}(t,q,w)
\] (22)

Suppose we have three background variables \( A_1 = \{x_1,x_2,\cdots,x_n\} \), \( A_2 = \{y_1,y_2,\cdots,y_n\} \), and \( A_3 = \{z_1,z_2,\cdots,z_o\} \). The calculation \( x^m y^n x^o \hat{\mu}_A(t,q,w) \) and \( x^m y^n x^o \hat{\mu}_{lh}(t,q,w) \) are the same as the steps in the RDC per segment on all combinations of background variables.

3. Smoothing of estimation RBNS claims reserve using Gamma GLM (R3).

Suppose we have three background variables and we assume that the background variable is independency polish, independency time, and homogeneity, so the multiplicative model is obtained as follows (Ohlsson & Johansson, 2010)

\[
\mu_i = \gamma_0 \gamma_1.a \gamma_2.b \gamma_3.c
\] (23)

Model (23) can be formed into a model of generalized linear models with circuit function log, which indicates \( Y_i \) Gamma distribution

\[
\beta_1 = \log(\gamma_0) \quad \beta_2 = \log(\gamma_1) \quad \beta_3 = \log(\gamma_2) \quad \beta_4 = \log(\gamma_3) \quad \beta_5 = \log(\gamma_3)
\] (24)

If we build a dummy variable so we get \( \log(\mu_i) = \sum_{j=1}^{12} x_{i,j} \beta_j \) given \( i = 1,2,\cdots,12 \). To estimate the parameter of Gamma distribution used derivative from likelihood and loglikelihood function from formula (6) so we get \( \frac{\partial l}{\partial \beta_j} = \sum_{i=1}^{12} \left( -v + \frac{vy_i}{\mu_i} \right) x_{i,j} \Leftrightarrow \sum_{i=1}^{12} vy_i x_{i,j} = \sum_{i=1}^{12} vy_i x_{i,j} \). The formula is not in closed form, so it can’t provide a solution. This is caused by the relationship between the log-likelihood function equation derived against \( \beta_j \). Thus, the estimated value of the Poisson model parameters must be
calculated by maximizing the log-likelihood function numerically by the iteration technique known as Newton-Raphson method (McCulloch & Searle, 2004).

4. The estimation of RBNS claims reserve (R4).
Calculation estimate of RBNS claims reserve for R4 using the below definition.

**Definition 1** (Rosenlund, 2012) *For each claim period and a variable background, which claims t the claim period i and background variables k, so*

\[ R4(t) = R3(t) \times \frac{\sum_{u \geq 1, k} R1(u)}{\sum_{u \geq i, k} R3(u)} \]  

(25)

3.3. Calculation MSEP with Bootstrapping Individual Claim Histories (BICH)

One of the ways calculation errors in the study is the mean square error prediction (MSEP). The calculation of MSEP in estimation claims reserves in this paper is carried out using the Bootstrapping Individual Claim Histories (BICH). The bootstrap method BICH is given for estimating mean square prediction error and predictive distributions of non-life claim reserves under weak conditions. We assume that all claims are independent and that the historic claims are distributed as the object claims, possibly after inflation adjustment and segmentation on a background variable (Rosenlund, 2012).

The procedure for creating bootstrap \( T \) shadow data using claim data for finding the MSEP estimate is as follows: identifying claim data which is distributed as claim data \( T \); taking a random sample of \( v \) with a return from the claim data so that the number of reported bootstrap shadow claim data is the same; calculating \( R_i^{(v)} \) as claim liability of \( T^i \) for \( i = \{1,2, ..., n\} \) with \( R_i = \sum_{j=n-i+2}^{n} Y_i \) and \( \hat{R}_i^{(v)} \) as estimation of claim reserve for \( i = \{1,2, ..., n\} \); repeat step 2 and step 3 to \( B \) times from bootstrap claim data; calculating MSEP where according to Rosenlund (2012) defines a bootstrap MSEP estimation equation as

\[ \hat{\tau}_i = \sqrt{\frac{1}{B} \sum_{v=1}^{B} (R_i^{(v)} - \hat{R}_i^{(v)}))^2}. \]  

(26)

4. CASE STUDY AND RESULTS

4.1. Data Description

We have data of liability insurance claim from non-life insurance company, namely Länsförsäkringar Alliance in Sweden. It consisted of 1.710.629 data of liability insurance from opened claims and closed claims. The data starts from January 2011 to December 2012 with time units of study in months. The data claim consists of the information of claim identity (claim ID); occurred period; reporting period; period of claims closed; payment data (in Krona or Sweden currency); background variable \( A_1 \) is geographic area consist of : city (code 07), village (code 38); background variable \( A_2 \) is line of business consists of individual (code 02), company (code 05), professional (code 07); background variable \( A_3 \) is a type of damage object consisting of personal property (code HC), public property (code VF); background variable \( A_4 \) is damage : fire (code 010), accident (code 011), damage (code 130).

4.2. Result

For data, we describe reporting delay period, maximum, and minimum value of cumulative claim payments in Table 2. Computing programming using R program packages
“glmmML” (Brostrom, 2020) and Rapp program (Rosenlund, 2021). Before starting calculates reserve estimation of liability insurance claim, we must determine the value of \( w_0 \) and \( q_0 \) based on descriptive statistics. Based on Table 2, we assume that a claim is reported late if \( W(k) \geq 4 \). Therefore, we set \( w_0 = 4 \) due to most of the reported claim until period \( W(k) = 4 \). For \( q_0 \) we set \( q_0 = 10 \) based on Table 2 where maximum value is 182,232 and minimum value is 0 so we can set claims payment is divided into ten groups based on cumulative payment also large amount of data.

**Table 2.** Reporting Delay, Maximum, and Minimum Cumulative Claim Payments of Liability Insurance Claim

<table>
<thead>
<tr>
<th>W</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of claims</td>
<td>121,393</td>
<td>22,206</td>
<td>21,970</td>
<td>21,518</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>%</td>
<td>64.9</td>
<td>11.9</td>
<td>11.7</td>
<td>11.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Max</td>
<td>64,407</td>
<td>128,814</td>
<td>103,770</td>
<td>121,488</td>
<td>151,860</td>
<td>182,232</td>
<td>118,874</td>
<td>78,128</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Before starting to calculate the reserve estimation of the liability insurance claim, we must determine the value of \( w_0 \) and \( q_0 \) based on descriptive statistics. Based on Table 2, we assume that a claim is reported late if \( W(k) \geq 4 \). Therefore, we set \( w_0 = 4 \) due to most of the reported claims until period \( W(k) = 4 \). For \( q_0 \) we set \( q_0 = 10 \) based on Table 2 where the maximum value is 182,232 and minimum value is 0 so we can set claims payment is divided into ten groups based on cumulative payment also a large amount of data.

In step one, we estimate IBNR and RBNS per segment on a background variable using RDC and we define the background variable used as the segment as geographic area. It is divided into two codes, code 07 and 38 so that it produces IBNR segments 07 and 38, also RBNS segments 07 and 38. Table 3 below is the summary estimation of IBNR and RBNS total per segment on a background variable in Krona Sweden (kr).

**Table 3.** Summary of Estimation IBNR & RBNS per Segment on a Background Variable (Area) Using RDC (R1) (In kr)

<table>
<thead>
<tr>
<th>Occurred Period</th>
<th>IBNR Claims Reserve</th>
<th>RBNS Claims Reserve</th>
<th>IBNS Total Per Segment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Segment 07</td>
<td>Segment 38</td>
<td>Total Per Segment</td>
</tr>
<tr>
<td>201201</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201202</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201203</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201204</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201205</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201206</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201207</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201208</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201209</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201210</td>
<td>4,153,782</td>
<td>7,384,768</td>
<td>11,538,550</td>
</tr>
<tr>
<td>201212</td>
<td>16,395,554</td>
<td>16,835,711</td>
<td>33,231,265</td>
</tr>
<tr>
<td>Total</td>
<td>67,939,196</td>
<td>168,745,651</td>
<td>236,684,847</td>
</tr>
</tbody>
</table>

In step two, we estimate IBNR and RBNS per segment on all combinations of background variables using RDC. In claims data from LänsförsäkringsAlliance insurance

---
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we have 4 background variables, there are geographic area \((A_1 = \{7,38\})\), line of business \((A_2 = \{2,5,7\})\), type of damage object \((A_3 = \{HC, VF\})\), dan type of damage \((A_4 = \{10,11,130\})\), we get 36 combinations. Table 4 below is the summary estimation of IBNR and RBNS total per segment on all combinations of background variables.

**Table 4. Summary of Estimation Claims Reserve RBNS per Segment on All Combination of Background Variable Using RDC (R2) (In kr)**

<table>
<thead>
<tr>
<th>Occurred Period</th>
<th>Combination of Background Variable</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7-2-HC-10</td>
<td></td>
</tr>
<tr>
<td>201201</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>201202</td>
<td>3,103</td>
<td>4,026</td>
</tr>
<tr>
<td>201203</td>
<td>19,787</td>
<td>24,059</td>
</tr>
<tr>
<td>201204</td>
<td>33,711</td>
<td>56,406</td>
</tr>
<tr>
<td>201205</td>
<td>161,421</td>
<td>126,650</td>
</tr>
<tr>
<td>201206</td>
<td>270,885</td>
<td>240,378</td>
</tr>
<tr>
<td>201207</td>
<td>421,536</td>
<td>367,482</td>
</tr>
<tr>
<td>201208</td>
<td>681,019</td>
<td>596,878</td>
</tr>
<tr>
<td>201209</td>
<td>1,079,443</td>
<td>947,212</td>
</tr>
<tr>
<td>201210</td>
<td>1,172,848</td>
<td>959,128</td>
</tr>
<tr>
<td>201211</td>
<td>1,264,348</td>
<td>950,247</td>
</tr>
<tr>
<td>201212</td>
<td>1,249,729</td>
<td>836,786</td>
</tr>
</tbody>
</table>

In step three, we smoothing estimation RBNS from step two used Gamma GLM with applied likelihood function or loglikelihood function and Newton-Raphson iteration. For step four, we calculated estimation RBNS from step three used (25). Then we can calculate the value of IBNR and RBNS. Step three, four, and summary we can see in Table 5.

**Table 5. The Smoothing of Estimation RBNS Claims Reserve Using Gamma GLM (R3), Results of R4, and Summary of Estimation Claims Reserve Using RDC and Gamma GLM (In kr)**

<table>
<thead>
<tr>
<th>Occurred Period</th>
<th>RBNS R(3)</th>
<th>RBNS R(4)</th>
<th>Summary of Estimation Claims Reserve</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IBNR</td>
<td>RBNS</td>
<td>Total</td>
</tr>
<tr>
<td>201201</td>
<td>122,099</td>
<td>120,234</td>
<td>120,234</td>
</tr>
<tr>
<td>201202</td>
<td>552,563</td>
<td>544,121</td>
<td>544,121</td>
</tr>
<tr>
<td>201203</td>
<td>1,312,647</td>
<td>1,292,593</td>
<td>1,292,593</td>
</tr>
<tr>
<td>201204</td>
<td>3,449,132</td>
<td>3,396,440</td>
<td>3,396,440</td>
</tr>
<tr>
<td>201205</td>
<td>6,768,741</td>
<td>6,665,335</td>
<td>6,665,335</td>
</tr>
<tr>
<td>201206</td>
<td>12,105,639</td>
<td>11,920,702</td>
<td>11,920,702</td>
</tr>
<tr>
<td>201207</td>
<td>19,025,724</td>
<td>18,735,068</td>
<td>18,735,068</td>
</tr>
<tr>
<td>201208</td>
<td>27,916,547</td>
<td>27,490,066</td>
<td>27,490,066</td>
</tr>
<tr>
<td>201210</td>
<td>31,584,984</td>
<td>31,102,461</td>
<td>31,102,461</td>
</tr>
<tr>
<td>201211</td>
<td>32,345,010</td>
<td>31,850,876</td>
<td>31,850,876</td>
</tr>
<tr>
<td>201212</td>
<td>36,180,483</td>
<td>35,627,755</td>
<td>35,627,755</td>
</tr>
<tr>
<td>Total</td>
<td>171,363,568</td>
<td>168,745,651</td>
<td>168,745,651</td>
</tr>
</tbody>
</table>

For the same data, the following will be displayed the claim reserve estimation result using RDC with some combination of the characteristics claim. For the case of liability insurance claim data in this study, it has not been decided which method to use is the right one. Therefore, the use of the estimated MSEP is needed to be able to provide conclusions.
regarding the choice of a more accurate method for estimating the reserve for liability insurance claims in this study. The smaller the value of the resulting MSEP estimate, the closer the estimated claim reserve value is to the actual claim reserve value (Rosenlund, 2012).

### Table 6. The Comparison of MSEP Estimation Value Obtained from Some Claims Reserve Estimation Methods (in kr)

<table>
<thead>
<tr>
<th>No</th>
<th>Estimation Method</th>
<th>Total Estimation Claim Reserve</th>
<th>Estimation of MSEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RDC Gamma GLM with ( w_0 = 1 ) and ( q_0 = 5 )</td>
<td>236,900,708</td>
<td>1,759,125</td>
</tr>
<tr>
<td>2</td>
<td>RDC Gamma GLM with ( w_0 = 1 ) and ( q_0 = 25 )</td>
<td>236,222,627</td>
<td>1,689,349</td>
</tr>
<tr>
<td>3</td>
<td>RDC Gamma GLM with ( w_0 = 2 ) and ( q_0 = 1 )</td>
<td>237,355,075</td>
<td>1,749,433</td>
</tr>
<tr>
<td>4</td>
<td>RDC Gamma GLM with ( w_0 = 2 ) and ( q_0 = 10 )</td>
<td>237,224,820</td>
<td>1,524,234</td>
</tr>
<tr>
<td>5</td>
<td>RDC Gamma GLM with ( w_0 = 3 ) and ( q_0 = 3 )</td>
<td>238,047,793</td>
<td>1,481,452</td>
</tr>
<tr>
<td>6</td>
<td>RDC Gamma GLM with ( w_0 = 3 ) and ( q_0 = 5 )</td>
<td>237,292,180</td>
<td>1,496,902</td>
</tr>
<tr>
<td>7</td>
<td>RDC Gamma GLM with ( w_0 = 4 ) and ( q_0 = 3 )</td>
<td>237,670,059</td>
<td>1,473,476</td>
</tr>
<tr>
<td>8</td>
<td>RDC Gamma GLM with ( w_0 = 4 ) and ( q_0 = 8 )</td>
<td>236,679,618</td>
<td>1,412,413</td>
</tr>
<tr>
<td>9</td>
<td>RDC Gamma GLM with ( w_0 = 4 ) and ( q_0 = 10 )</td>
<td>236,684,847</td>
<td>1,390,087</td>
</tr>
<tr>
<td>10</td>
<td>RDC Poisson GLM with ( w_0 = 4 ) and ( q_0 = 10 )</td>
<td>236,015,678</td>
<td>1,409,944</td>
</tr>
<tr>
<td>11</td>
<td>RDC with ( w_0 = 4 ) and ( q_0 = 10 )</td>
<td>236,426,655</td>
<td>1,416,711</td>
</tr>
<tr>
<td>12</td>
<td>Chain Ladder</td>
<td>234,469,993</td>
<td>2,373,472</td>
</tr>
</tbody>
</table>

### 5. CONCLUSION

We use BICH to compare RDC with Chain Ladder and RDC is found overall best in simulated cases. From Table 6 we get an estimation of MSEP use BICH method that RDC with \( w_0 = 4 \) and \( q_0 = 10 \) is fewer value rather than chain ladder. It shows that RDC more accurate than Chain Ladder. Also in Table 6, where RDC with Poisson GLM has MSEP estimation is fewer value rather than RDC, and Chain Ladder. But if we have extra requirements claim information on RDC will result in estimates that are not stable, due to the combination of each background variable calculation. To overcome these problems, it can be used the method of Gamma GLM to analyze the background variables that were included as a condition in the RDC. In this data, we have many background variables so we must combine them. In Table 6 we get that RDC and Gamma GLM with characteristics claims of \( w_0 = 4 \) and \( q_0 = 10 \) is 1.390.087 kr. It gives a fewer value of MSEP estimation than RDC with Poisson GLM, RDC, and also Chain Ladder. We get estimation claims reserve using RDC based on Gamma GLM gives more effective and accurate results than some other method for estimation of claims reserve on liability insurance data and stabilize calculations from many combine background variable.
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